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A B S T R A C T

Bridges are essential components of transportation infrastructure, real-time monitoring of their structural con
ditions can provide valuable information for maintenance strategies. By with advanced structural health 
monitoring systems, stakeholders can gain critical insights into the condition and safety of bridges, thereby 
optimizing maintenance efforts. However, it is unrealistic to expect that every bridge within a regional network 
will be equipped with extensive structural health monitoring and weigh-in-motion systems. This paper therefore 
presents a digital twin system for bridges group aimed at achieving the working condition perception for all 
bridges within the regional transportation network. In physical space, collecting vehicle information and 
structural response data from bridges. In the corresponding digital space, numerical models are established for 
each bridge of a regional bridge network, with traffic loads serving as the linking variable. The Transformer 
neural network is employed to facilitate safety warning across all bridges in the regional network. The analysis is 
conducted on predictions related to vehicle load responses and response between bridges, along with the 
effective integration of both measured and simulated data. The proposed digital twin system for bridges group is 
evaluated using three concrete bridges located in Jiangsu, China, indicating the feasibility of the prediction 
models and providing critical support for the advancement of intelligent transportation infrastructure systems.

1. Introduction

The advent of the Internet of things, big data, and cyber-physical 
systems has catalyzed the increasing importance of the concept of 
digitizing the physical world, with the "digital twin" (DT) serving as a 
notable illustration [1]. Now, the concept of the DT has developed into a 
more comprehensive notion, denoting a dynamic model that persistently 
updates and adapts in response to alterations in its physical counterpart 
[2,3]. Although it may easily resemble a traditional digital model, the 
fundamental distinction lies in the DT’s dynamic linkage to its physical 
counterpart, enabling continuous data exchange. DT is acknowledged as 
a crucial technology within the framework of industry 4.0, driving in
novations in smart manufacturing [4,5]. For example, DT can signifi
cantly enhance product design, manufacturing processes, and service 
delivery [6]. By simulating, evaluating, and optimizing production plans 
in a virtual environment, while simultaneously comparing real-time 

data from the physical domain with digital plans, DTs enable more 
precise and efficient manufacturing management [7]. As noted by Broo 
and Schooling [8], the principal advantage of DTs lies in their ability to 
integrate diverse datasets, allowing industries to design, construct, and 
operate infrastructure assets more rapidly, efficiently, and sustainably.

The utilization of DT in civil engineering remains in the early stages, 
particularly when compared to its application in the manufacturing and 
aerospace industries [9,10]. Structural health monitoring (SHM) sys
tems, which gather data from sensors installed on structures, play a 
crucial role in assessing structural integrity and identifying associated 
safety risks [11–13]. These systems not only enhance the interaction 
between the physical structure and its digital counterpart but also 
facilitate a range of interactive functions. As a result, SHM is regarded as 
an especially promising domain for advancing DT technology in civil 
engineering. Informed decisions regarding the operation and mainte
nance of bridges are driven by the extensive sensor data and real-time 
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evaluations produced by the virtual twin, which replicates the physical 
structure. These actions include security alerts [14], maintenance [15, 
16], and asset management [17,18], damage identification[19–21]. Ye 
et al. [22] developed a digital twin system specifically for bridge health 
monitoring, which integrated data-driven and model-based methodol
ogies to optimize data processing and interpretation. Jiang et al. [23,24]
utilized DT to forecast the fatigue life of steel bridges, allowing for 
real-time interaction between physical and virtual models. Kang et al. 
[25] introduced a multimedia knowledge-based technique that in
corporates digital twins for bridge health monitoring. Their methodol
ogy involved using sensor data to update digital simulation models, 
followed by the simulation of extreme scenarios to ensure the safety of 
the bridge. Dang et al. [26] proposed a digital twin framework for SHM, 
which achieved a damage detection accuracy of 92 %. Additionally, 
Zhao et al. [27] employed long-term monitoring data to update trans
verse distribution factors and influence lines, thus enabling real-time 
performance predictions.

Presently, bridge health monitoring systems predominantly focus on 
the collection and analysis of data derived directly from the bridge 
structure [28–32]. Consequently, the interactions between the model 
and its physical counterpart are primarily concentrated on the observed 
structural responses. Traffic load constitutes the primary live load that 
bridges encounter. When traffic load data is available, the computation 
of the corresponding structural responses using a digital model is 
well-established, characterized by low complexity and high efficiency. 
Therefore, measured traffic loads can function as a conduit for infor
mation exchange between the physical bridge and its digital twin, 
constituting an effective strategy for the implementation of digital twins 
in bridge systems.

With the widespread adoption of artificial intelligence technologies, 
increasingly sophisticated computer vision techniques have attracted 
the attention of researchers in the field of bridge health monitoring 
[33–35]. These techniques have also played a significant role in 

facilitating the use of traffic loads as an information exchange medium 
between the physical bridge and its digital twin. Xue et al. [36] estab
lished a digital twin system that incorporates image recognition, target 
tracking, and data fusion technologies to facilitate the real-time identi
fication of vehicle load positions on bridge decks. To establish a 
connection between traffic loads and bridge responses, Hou et al. [37]
proposed a cyber-physical system framework for a highway corridor. 
This framework activates SHM systems to record responses and auto
matically correlates these responses with truck weights recorded by 
weigh-in-motion (WIM) systems, thereby illustrating the potential of 
employing measured traffic loads for DT applications. Additionally, Dan 
et al. [14] developed mechanical analysis models within the digital 
domain, utilizing measured traffic loads as the linking variable to 
facilitate condition monitoring and safety alerts for all bridges within a 
regional transport network. Furthermore, Yu et al. [38] investigated 
stress responses by integrating vehicle loads and temperature influences 
on fatigue damage states, subsequently updating the digital twin model 
with data obtained from WIM and SHM systems. Tang et al. [39] pre
sented a cost-effective method for identifying vehicle loads on bridges 
by integrating video data with physical modeling. Reconstructed traffic 
flow was utilized on finite element modeling to predict the structural 
response induced by vehicle loads. However, the above research still has 
the following problems, which limit the application of this technology: 
(1) In the aspect of vehicle identification, there is a lack of research on 
vehicle identification technology in bad weather conditions such as rain 
and fog. (2) they were also limited by the need to collocate the WIM 
station and camera at the bridge.

Despite recent advancements, most existing research remains 
focused on individual bridges, often overlooking the interconnections 
within regional bridge networks and failing to fully exploit the available 
data. Moreover, the deployment of comprehensive structural health 
monitoring and weigh-in-motion systems remains limited to a small 
number of bridges, while many conventional structures still rely on 

Fig. 1. Response prediction framework for regional bridge groups based on digital twin and deep learning.
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periodic inspections, lacking real-time monitoring to inform intelligent 
operation and maintenance. Addressing these limitations, this paper 
studies the dynamic response behavior of a small bridge network, where 
only one bridge is equipped with SHM and WIM systems while others are 
not. Vehicle loads are utilized as the connecting variable to predict re
sponses for bridges without SHM systems. Neural networks are 
employed to develop a digital twin-based response prediction model for 
the regional bridge network. This approach aims to compensate for the 
scarcity of monitoring equipment by efficiently utilizing vehicle load 
and structural response data. The paper studies both vehicle load 
response predictions and cross-bridge response predictions, integrating 
simulated and measured data to enhance the performance of the models, 
and validating the accuracy of the pre-trained response prediction 
models with actual vehicle responses. Finally, a comparative analysis 
with several machine learning methods is conducted, verifying the su
periority of the adopted algorithm and the effectiveness of the method. 
The proposed digital twin system could significantly enhance the 
intelligent management and maintenance of regional bridge networks, 
contributing to more effective infrastructure operations.

2. Methodology

2.1. Digital twin model framework

Generally, the digital twin represents a dynamic model that contin
uously updates and adjusts based on changes in its physical counterpart. 
For the digital twin system of bridges, it integrates models, physical 
entities, and long-term monitoring data to facilitate interactions, 
achieving outcomes such as performance prediction, damage identifi
cation, and extreme scenario simulation. Therefore, this paper proposed 
the response prediction framework for regional bridge groups based on 
digital twin and deep learning to achieve regional intelligent manage
ment in Fig. 1. First, vehicle load data is collected using the weigh-in- 
motion system installed on one bridge. After classifying the vehicles, 
the velocity and weight of each vehicle type are fitted using the Gaussian 
distribution. Then, the Monte Carlo sampling method is employed to 
generate vehicle load information. Next, the finite element analysis is 
conducted for the bridges in the regional network. Data augmentation 
techniques are utilized to balance computational efficiency and data 
volume. Ultimately, Transformer-based prediction models are devel
oped to estimate vehicle load-induced responses, with actual response 
data integrated to enhance the model’s predictive accuracy.

Within the digital twin framework, vehicle loads are a key factor that 
connects the physical and digital space. The vehicle load responses for 

Fig. 2. Architecture of the Transformer.
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each bridge within the bridges group can be computed rapidly and 
efficiently using the pre-trained model, overcoming the barriers to 
response computations between bridges and enabling the intelligent 
management and maintenance of the entire bridge network.

2.2. Gaussian distribution and K-S test

The Gaussian mixture model (GMM) uses a linear combination of 
several normal distribution functions to approximate any probability 
density function, enabling the description of the joint probability dis
tribution of random variables that are neither independent nor normally 
distributed. It is widely applied in engineering research fields, including 
network security[40], highway traffic flow prediction[41], and equip
ment operational status[42].

In real traffic conditions, the flow of road traffic is formed by the 
mixed movement of various types of vehicles. The velocity of the same 
type of vehicle can be fitted using multiple Gaussian distributions, 
particularly when categorized by the number of axles. Therefore, the 
velocity of a certain type of vehicle can be effectively represented by a 
Gaussian mixture model as follows: 

p
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where vk is the velocity of the k-th vehicle within a certain sampling 
interval；n represents the number of Gaussian components in the GMM 
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where μi is the mean of the i-th type of Gaussian distribution; σi is the 
standard deviation of the i-th type of Gaussian distribution.

It should be emphasized that the GMM fundamentally assumes in
dependent linear combinations. This inherent property limits its ca
pacity to model dynamic interdependencies inherent in traffic flow 
phenomena, such as vehicle platooning effects and congestion-induced 

Fig. 3. Vehicle model.

Table 1 
Axle weight ratio of each vehicle type.

Vehicle type axle 1 axle 2 axle 3 axle 4 axle 5 axle 6

Two-axle vehicle 0.42 0.58 / / / /
Three-axle vehicle 0.25 0.24 0.51 / / /
Four-axle vehicle 0.20 0.25 0.27 0.28 / /
Five-axle vehicle 0.18 0.27 0.19 0.18 0.18 /
Six-axle vehicle 0.14 0.14 0.18 0.18 0.18 0.18

Fig. 4. Fitting curve of two-axle vehicles.
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Fig. 5. Fitting curve of five-axle vehicles.

Fig. 6. Sample comparison of two-axle vehicles.

Fig. 7. Sample comparison of five-axle vehicles.
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load correlations. To address this theoretical constraint while main
taining computational tractability, a simplified vehicular loading pro
tocol is adopted in simulation, where vehicles traverse the bridge 
sequentially, with each vehicle’s load contribution being statistically 
independent. This strategic simplification serves two critical purposes: 
(1) it circumvents the computational complexities associated with 
modeling large-scale traffic interactions, and (2) it enables systematic 
quantification of individual vehicle-induced structural responses, 
thereby establishing a foundational understanding for future extensions 
to multi-vehicle loading scenarios.

The fitting effect is evaluated using the K-S test, also known as the 
Kolmogorov-Smirnov test. This method does not assess the deviation 
between the empirical distribution function Fn(xi) derived from sub
samples and the fitted theoretical distribution F(xi) by intervals. Instead, 
the deviation between Fn(xi) and F(xi) is examined at each point. 
Consequently, the K-S test is relatively precise.

The K-S test statistic is 

D = MAX
x

|Fn(xi) − F(xi)| (3) 

where D represents the absolute maximum difference between the 
empirical distribution Fn(xi) and the theoretical distribution F(xi) for all 
samples xi.

According to the K-S test theory, when D<Dcrit (where Dcrit is the 
critical value for the level of significance α), the samples xi has no major 
difference between distributions Fn(xi) and F(xi) at the significance level 
α. Conversely, if D≥Dcrit, there is a great difference at the 1− α confi
dence level. From (2− 3), it is evident that a larger D value indicates a 
greater difference between the empirical distribution function Fn(xi)

and the fitted theoretical distribution F(xi), suggesting a stronger ability 
to distinguish between the two distributions.

2.3. Transformer model

Before the introduction of the Transformer, Recurrent Neural Net
works, particularly Long Short Term Memory (LSTM) [43] and Gated 
Recurrent Unit (GRU) [44], were extensively employed for sequence 
modeling and inference tasks, particularly machine translation. Trans
former is a multilayer structure constructed by stacking Transformer 
blocks, as depicted in Fig. 2. The Transformer is characterized by a new 
novel positional encoding mechanism to capture time series information 
within the input data [45], and a multi-head self-attention mechanism to 
learn different linear transformations.

To fully use the position information of the sequence, relative posi
tion tokens are injected into the sequence. In this paper, we use sine and 
cosine functions of different frequencies: 

PE(pos,2i) = sin
(
pos

/
100002i/dmodel

)
(4) 

PE(pos,2i+1) = cos
(
pos

/
100002i/dmodel

)
(5) 

where pos is the position, i is the dimension, and dmodel = 512.
The input vector is represented as X = [x1, x2, …, xn]. To match a 

weight with the input vector, the equation is as follows: 

Attention(Q,K,V) = Softmax
(

QKT
̅̅̅̅̅
dk

√

)

V (6) 

where Q, K, and V denote “query”, “key”, and “value”, respectively; dk is 
the scaling factor. For larger values of dk, the dot products become too 
large, leading the Softmax function to operate in regions with very small 
gradients. To address this issue, the dot product is scaled by 1̅ ̅̅̅

dk
√ .

After obtaining the Attention output, it is sent to the subsequent 
component of the encoder, i.e., feedforward neural network. This 
network is fully connected and comprises two layers: the first layer 
utilizes a ReLU activation function, while the second layer employs a 
linear activation function. The process can be expressed as follows: 

Fig. 8. Cross-section of bridge A.

Fig. 9. The finite element model for bridge B.

Table 2 
Loading cases.

Parameters of 
vehicle load

Case 1 Case 2 Case 3 Case 4 Case 5

Number of 
axles

2 3 4 5 6

Lane Overtaking 
lane

Middle 
lane

Slow 
lane

Overtaking 
lane

Middle 
lane

Vehicle 
velocity 
(km/h)

113.74 71.95 63.90 74.47 64.08

Vehicle weight 
(t)

2.11 19.99 29.24 38.58 56.58

Axle 1 wt (t) 0.88 5.01 5.85 6.94 7.93
Axle 2 wt (t) 1.23 4.79 7.31 10.42 7.93
Axle 3 wt (t) 0 10.19 7.90 7.34 10.18
Axle 4 wt (t) 0 0 8.18 6.94 10.18
Axle 5 wt (t) 0 0 0 6.94 10.18
Axle 6 wt (t) 0 0 0 0 10.18
Vehicle length 

(m)
3 7.6 8 12.8 12.8

Wheelbase l12 

(m)
3 2 2 3.6 3.2

Wheelbase l23 

(m)
0 5.6 4.6 6.4 1.4

Wheelbase l34 

(m)
0 0 1.4 1.4 5.4

Wheelbase l45 

(m)
0 0 0 1.4 1.4

Wheelbase l56 

(m)
0 0 0 0 1.4
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Fig. 10. Layout of measurement points.

Fig. 11. Displacement response of three bridges.
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Fig. 12. Comparison before and after adding noise.

Fig. 13. Prediction results of measurement point 3 of bridge A.
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FFN(x) = max(0, xW1 + b1)W2 + b2 (7) 

Furthermore, multi-head attention allows the model to jointly attend 
to information from different representation subspaces at different 
positions. 

MultiHead(Q,K,V) = Concat(head1, head2,…, headh)WO (8) 

headi = Attention
(
QWQ

i ,KWK
i ,VWV

i
)

(9) 

In this paper,Q,K,V ∈ R512,h = 8, WO ∈ R512×512,headi ∈ R64,WQ
i ,W

K
i ,

WV
i ∈ R512×64.
The Transformer model, which effectively and efficiently gains use

ful information of the sequences, addresses several limitations associ
ated with traditional recurrent structures, including (1) the challenge of 
parallel feature extraction, (2) the difficulty in modeling long-range 

dependencies, (3) the key of gradient explosion and gradient vanishes. 
Although LSTM and GRU mitigate these problems to some extent, they 
do not completely resolve the weight accumulation resulting from 
multiple recurrences. Additionally, multiple self-attention layers can be 
stacked to construct a deep neural network, enabling Transformer to 
process millions or even billions of training samples.

Generally, Transformers are divided into three distinct categories: 
(1) encoder-only (e.g., for classification), (2) decoder-only (e.g., for 
language modeling), and (3) encoder–decoder (e.g., for machine trans
lation).[46] Since the prediction of bridge response is a 
sequence-to-sequence (Seq2Seq) problem, the method proposed in this 
paper employs an encoder-decoder structure. This approach enables 
precise multi-input and multi-output regression modeling, thereby 
effectively capturing the spatiotemporal dynamic correlations present in 
multi-sensor data collected from SHM systems.

The loss function adopt here is the root mean square error (RMSE), 
Eq. (4). 

RMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
n
∑n

i=1
(ŷi − yi)

2

√

(10) 

where ŷi and yi are the predicted value and the real value, respectively.
In this paper, the training employs the Adam optimizer with an 

initial learning rate of 0.001, a batch size of 50, and N = 3. The con
figurations of the computational platform are a 12th Gen Intel Core 
i5–12400F processor, and an NVIDIA GeForce RTX 2060 GPU. To better 

Fig. 14. Prediction results of measurement point 3 of bridge B.

Table 3 
The evaluation of the prediction results for the three bridges using the Trans
former model.

Bridge Ta RMAE R2

Medium span of bridge A 0.0056 0.2795 0.9970
Side span of bridge A 0.0011 0.0287 0.9999
Bridge B 0.0093 0.0702 0.9996
Bridge C 0.0051 0.0380 0.9996
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evaluate the performance of the neural network model, Ta, relative 
mean absolute error (RMAE) and the coefficient of determination R2 are 
used as evaluation metrics in this study. The calculation formula for Ta is 
provided as follows: 

Ta =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
n
∑n

i=1
(ŷi − yi)

2

√

At
(11) 

where At represents the difference between the maximum and minimum 
values of the target sequence data. A lower Ta indicates that the model 
prediction error is lower when the target data amplitude is the same, or 
that the target data amplitude is larger when the model prediction error 
is the same, both representing superior model prediction performance. 
Conversely, a higher Ta value suggests poorer model prediction 
performance.

The calculation for RMAE is defined as follows: 

RMAE =

∑n

i=1
(ŷi − yi)

2

∑n

i=1
yi

(12) 

The formula for calculating the coefficient of determination R2 can 
be expressed as below: 

R2 = 1 −

∑n

i=1
(yi − ŷi)

2

∑n

i=1
(yi − y)2

(13) 

where y is the mean of the real value. The R2 ranges from 0 to 1, where 
the value closer to 1 indicates a better fit of the model.

3. Numerical validation

To verify the proposed digital twin framework, numerical simulation 
is conducted at first. A regional bridge group which contains three pri
mary bridges named Bridge A, Bridge B, and Bridge C, is used for 
analysis. Bridge A is equipped with a comprehensive health monitoring 
and weigh-in-motion systems, while bridges B and C, which are also 
concrete beam bridges, lack such systems. In this section, the vehicle 
data collected from the weigh-in-motion system of bridge A is first 
analyzed and categorized into distinct vehicle types. Vehicle weight and 
velocity are then fitted and simulated to generate traffic loads that 
conform to actual statistical distributions, which are subsequently 
applied to the finite element models of the three bridges in a regional 
network to obtain corresponding structural responses. To balance 
computational efficiency with data volume, 1500 datasets were initially 
generated through simulated loading. The dataset was further expanded 
to 4500 groups by augmenting the data with noise. Ultimately, the load- 
response prediction models were subsequently developed for all three 
bridges, followed by an analysis of four cases involving cross-bridge 
response prediction. Evaluation metrics confirm that each model dem
onstrates satisfactory predictive accuracy.

Fig. 15. The predictive performance of the four models.
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Fig. 16. Bridge A and sensor deployment.

Fig. 17. Preprocessing of measured data.
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3.1. Vehicle loads and numerical model

3.1.1. Vehicle classification
As advancements in vehicle manufacturing technology and evolving 

market demands lead to increased diversity in vehicle design dimensions 
and forms, it becomes impractical to analyze and calculate the impact of 
each individual vehicle on a bridge due to the enormous volume of 
traffic. Therefore, it is essential to focus on the commonalities among 
different vehicles and to extract representative vehicle models for 
analysis.

The vehicle load data utilized in this study were collected from the 
weigh-in-motion system installed at bridge A over a five-month period 
from May to September 2021. This dataset encompasses various vehicle 
load parameters, including monitoring time, lane, vehicle type, velocity, 
weight, number of axles, and axle weight. Analyzing the information 
from over six million vehicles recorded during this period, vehicle types 
were categorized into five distinct models: two-axle, three-axle, four- 
axle, five-axle, and six-axle vehicles. The detailed axle spacing param
eters for these vehicle models are illustrated in Fig. 3. Given that the 
impact of vehicle weight on the bridge is primarily reflected through the 
influence of each axle’s weight, the axle weight distribution was sub
sequently determined following the establishment of axle spacing for 
each vehicle model, as presented in Table 1.

3.1.2. Statistical analysis of vehicle weight and velocity
Statistical analysis was conducted on vehicle weight and velocity 

data using probability and mathematical statistics methods to establish 
the probability distribution model of vehicle loads, thereby providing a 
theoretical foundation for subsequent vehicle load data simulation. 

Gaussian Mixture Models were applied to fit the vehicle weight and 
velocity data, with the fitting validated using the K-S test at a signifi
cance level of 0.05. Taking two-axle and five-axle vehicles as examples, 
the fitting curves for vehicle weight and velocity are depicted in Fig. 4
and Fig. 5, respectively. The calculations reveal that the average vehicle 
weight for two-axle vehicles is 2.89 t, with an average velocity of 
97.55 km/h; for three-axle vehicles, the average weight is 17.89 t, and 
the average velocity is 79.67 km/h; for four-axle vehicles, the average 
weight is 25.13 t, and the average velocity is 79.52 km/h; for five-axle 
vehicles, the average weight is 29.09 t, and the average velocity is 
77.02 km/h; and for six-axle vehicles, the average weight is 40.03 t, and 
the average velocity is 77.49 km/h. Compared to other vehicle types, 
two-axle vehicles exhibit a significantly lower average weight but a 
much higher average velocity. This discrepancy is primarily due to the 
fact that most two-axle vehicles consist of sedans and sport utility ve
hicles, which are generally lighter and faster.

While generating samples directly from the probability distribution 
fitted by the GMM is straightforward and easy to implement, traditional 
methods usually do not guarantee that the generated samples will 
strictly conform to the actual distribution. They may produce results that 
deviate from the reality, particularly in cases where the sample distri
bution is complex, as random generation may fail to effectively cover the 
entire sample space. In contrast, Markov Chain Monte Carlo (MCMC) 
sampling can generate samples from complex probability distributions, 
ensuring that the samples align with the true distribution.

Taking two-axle and five-axle vehicles as examples, the comparisons 
between the original data and the sampled data for vehicle weight and 
velocity are shown in Fig. 6 and Fig. 7. It can be observed that the 
probability density distribution histograms of the original data and the 

Fig. 18. Comparison of evaluation metrics before and after incorporating measured data.
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sampled data exhibit a high degree of similarity, indicating that the data 
samples obtained through the MCMC sampling method conform to the 
distribution characteristics of the original vehicle data.

3.1.3. Loading
Bridge A is modeled as a three-span continuous box girder with spans 

of 25 + 25 + 25 m. It consists of five small box girders and diaphragms, 
with a deck width of 17.3 m and beam height of 1.4 m. In fact, bridge A 
is a dual-span bridge in reality. This study aims to validate the feasibility 
of the digital twin framework for regional bridge groups. A single-span 
model is sufficient for this purpose while significantly reducing 
computational complexity. Therefore, the modeling and analysis of 
bridge A are based on a single-span scenario. The cross-sectional struc
ture is depicted in Fig. 8. Bridge B and bridge C exhibit similar cross- 
sectional to bridge A, both comprising five small box girders and di
aphragms. Bridge B is modeled as a single-span box girder with a span of 
25 m, a deck width of 17 m, and beam height of 1.4 m. Bridge C is 
modeled as a single-span box girder with a span of 30 m, a deck width of 
19 m, and beam height of 1.6 m. The similar cross-sectional structures of 
the three bridges facilitate the establish of the load response prediction 
model for these bridges. The loaded finite element model for bridge B is 
shown in Fig. 9.

The model was conducted using solid elements. After model updat
ing, the concrete material parameters of bridge A were set as follows: 
elastic modulus of 34.5 GPa, Poisson’s ratio of 0.18, and density of 
2590 kg/m³ . For bridge B and bridge C, which did not undergo load 
testing, the parameter settings were based on design specifications. The 
concrete material parameters for bridge B were set as: elastic modulus of 

32 GPa, Poisson’s ratio of 0.2, and density of 2530 kg/m³ . For bridge C, 
the concrete material parameters were set as: elastic modulus of 
35.5 GPa, Poisson’s ratio of 0.2, and density of 2620 kg/m³ .

Considering that a large amount of vehicle load data of transient 
dynamic analyses and complex computational of the finite element 
model of solid elements in this study, the mesh division must be opti
mized to balance computational accuracy with efficiency. After serval 
trial calculations, the mesh size was determined to be 0.5 m. Conse
quently, a single calculation for the continuous three-span model of 
bridge A takes approximately 15 minutes, while single calculations for 
the single-span models of bridge B and bridge C take about 5 minutes 
each.

In this study, vehicle load simulation data is applied to the finite 
element models to simulate the effects of vehicle loads on various 
bridges in real engineering conditions. When the distribution of vehicle 
load data reflects the actual proportions of different vehicle types in 
each lane, it is observed that the number of two-axle vehicles signifi
cantly exceeds that of other vehicle types, resulting in a disproportion
ately low representation of other vehicle types in the numerical 
simulation. This imbalance is not conducive to investigating the load 
effects of different vehicle types. Therefore, an equal number of five 
vehicle types were loaded onto different lanes during the actual loading 
process, with each type consisting of 100 vehicles, totaling 500 vehicles 
per lane.

The finite element models of the three bridges each include four 
lanes: the overtaking lane, the middle lane, the slow lane, and the 
emergency lane. Given that the emergency lane rarely experiences 
vehicle traffic, it was excluded from the analysis. Consequently, the 

Fig. 19. Prediction results of the two models.
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loading was performed only on the overtaking lane, middle lane, and 
slow lane, leading to a total of 1500 vehicles being applied for each 
bridge. The vehicle loads include 16 parameters, namely: number of 
axles, lane, vehicle velocity, vehicle weight, and the weights of axles 1 
through 6, vehicle length, wheelbase l12, wheelbase l23, wheelbase l34, 
wheelbase l45, and wheelbase l56. Some vehicle load loading cases are 
shown in Table 2.

The application of 1500 sets of vehicle loads to the finite element 
models yielded the corresponding displacement responses of the 
bridges. To investigate the spatiotemporal relationships among various 
measurement points on the bridges, multiple measurement points were 
selected on the finite element models, with each point located at the 
bottom of a small box girder. For bridge A, 7 measurement points were 
arranged, with 5 points in the middle span and 2 points on each of the 
side spans, as shown in Fig. 10(a). Moreover, since bridge B and bridge C 
are both single-span box girder bridges, a similar arrangement was 
adopted, each with 5 measurement points, as illustrated in Fig. 10(b).

Taking a six-axle vehicle as an example, it was applied in the finite 
element analysis of three bridges, positioned in lane 2. The vehicle ve
locity is 88.77 km/h, and weight is 42.63 tons, with axle weights of 
5.97 t, 5.97 t, 7.67 t, 7.67 t, 7.67 t, and 7.67 t. The vehicle length is 
12.8 m, and the wheelbase are 3.2 m, 1.4 m, 5.4 m, 1.4 m, and 1.4 m. 

Fig. 11 (a) and Fig. 11 (b) display the response of displacement in the 
middle and side spans of bridge A, respectively. Fig. 11 (c) and Fig. 11
(d) depict the displacement at measurement point 3 of bridges B and C, 
respectively. From the figures, it can be observed that bridge C exhibits a 
greater displacement amplitude compared to bridge B due to its greater 
span.

3.2. Response prediction based on loads

The generated 1500 sets of vehicle load data were sequentially 
applied to the finite element models of the three bridges, yielding 1500 
corresponding sets of displacement response data for each bridge. For 
bridge A, each set of displacement response data include seven mea
surement points, whereas bridges B and C, each set includes five mea
surement points. Additionally, due to the variability in vehicle lengths, 
the time steps in each set of response data within a single bridge are 
different. To standardize the sequence lengths, zero-padding was 
employed at the end of the displacement response data sequences, 
ensuring that the length of each response data sequence matched the 
maximum sequence length of the bridge’s response data. This zero- 
padding allows for uniform sequence lengths within each bridge’s 
response data, thereby facilitating the development of the subsequent 
neural network prediction model.

Given the computational intensity of numerical simulations, the 
dataset was limited to 1500 sets, resulting in a relatively small data 
scale. To address this limitation, data augmentation techniques are 
usually utilized to generate time series data for deep learning networks. 
Among these techniques, the addition of noise, a prevalent method for 
enhancing time series data, is employed to increase the dataset size and 
mitigate the issue of insufficient data. It is important to note that the 
noise follows a Gaussian distribution with a mean of 0 and a small 
variance of 0.001, ensuring that the noise minimally impact the intrinsic 
characteristics of the original data. The comparison of data before and 
after adding noise is illustrated in Fig. 12.Through multiple experi
mentation, it was found that adding 3500 sets of data with noise, namely 
a total of 4500 data sets, produced satisfactory results for constructing 
the neural network prediction model. The prediction accuracy was not 
significantly improved by adding further data.

The displacement responses at measurement point 3 in the central 
span of bridge A, measurement point 6 in the side span of bridge A, 
measurement point 3 of bridge B, and measurement point 3 of bridge C 
were selected for the establishment of predictive models using the 
Transformer neural network. The vehicle load data was used to predict 
the displacement responses. The neural network models were trained, 
validated, and tested on the same dataset for all three bridges, with a 
total of 400 training epochs. The prediction results for the displacement 
responses at measurement points 3 of bridge A, as well as measurement 
point 3 of bridge B are illustrated as examples in Fig. 13 and Fig. 14. 
From the magnified sections, it can be observed that the model dem
onstrates a satisfactory fit. The regions with more pronounced variations 
are attributed to the noise added to the original data.

The prediction results of the displacement responses for all three 
bridges are summarized in Table 3. The smaller Ta and RMAE value 
indicate superior predictive performance of the model, while a larger R2 

value signifies that the predicted results closely approximate the actual 
values. The prediction accuracy for the side span of bridge A is the 
highest due to its relatively simple displacement response. It is notable 
that the R2 values for all four measurement points exceed 0.99, 
demonstrating that the results are sufficiently accurate to meet engi
neering requirements. Within the digital twin system of the bridges 
group, the responses of the bridges can be readily computed through the 
pre-trained models, thereby obviating the necessity for extensive cal
culations using finite element models.

Fig. 20. Prediction performance of scenario 1.
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3.3. Bridge response prediction based on response

The previous section discussed the prediction model of displacement 
responses based on vehicle load. The following section investigates the 
situation of WIM system failure within the digital twin system of the 
bridges group, resulting in the unavailability of timely vehicle infor
mation. Consequently, the model for mutual prediction of displacement 
responses at different measurement points between bridges is under
taken to ensure the normal operation of the digital twin system. 
Generally, each bridge was equipped with multiple displacement mea
surement points, one measurement point can be used to predict another 
point, or several points can be used to predict the response at a single 
point. Although a many-to-one model can integrate information from 
multiple measurement points, providing a more comprehensive data 
prediction and capturing the overall dynamics more effectively, a one- 
to-one model offers a more focus on the relationship between individ
ual measurement points. This latter approach yields a simpler, more 
easily implemented prediction model. Moreover, the accuracy achieved 
by the model is deemed sufficiently satisfactory. Therefore, the one-to- 
one model was established to achieve the prediction of the response.

Four one-to-one response prediction models were constructed to 
explore the influence of different bridges on the prediction of mea
surement point responses. These models are as follows: 

1) predicting the response at point 3 of bridge A using data from point 1 
of bridge A;

2) predicting the response at point 3 of bridge B using data from point 3 
of bridge A;

Fig. 21. Evaluation metrics under different scenarios.

Table 4 
The value of Ta under different scenarios.

Network Scenario 1 Scenario 2 Scenario 3

Transformer 0.0056 0.0066 0.0015
LSTM 0.0197 0.0235 0.0182
BiLSTM 0.0199 0.0236 0.0211
BiGRU 0.0197 0.0237 0.0192

Table 5 
The value of RMAE under different scenarios.

Network Scenario 1 Scenario 2 Scenario 3

Transformer 0.2795 0.0499 0.0730
LSTM 1.0064 0.1614 0.9407
BiLSTM 1.0128 0.1621 0.8611
BiGRU 1.0050 0.1635 0.9949

Table 6 
The value of R2 under different scenarios.

Network Scenario 1 Scenario 2 Scenario 3

Transformer 0.9970 0.9998 0.9992
LSTM 0.9581 0.9657 0.880
BiLSTM 0.9576 0.9656 0.8793
BiGRU 0.9582 0.9651 0.8686

W. Zhao et al.                                                                                                                                                                                                                                   Structures 76 (2025) 109052 

15 



3) predicting the response at point 3 of bridge C using data from point 3 
of bridge A;

4) predicting the response at point 3 of bridge C using data from point 3 
of bridge B.

Fig. 15 illustrates the predictive performance of the four models 
across different evaluation metrics. From Fig. 15 (a) and (b), it can be 
observed that the accuracy of models 2–4 progressively improves. 
Notably, in models 2 and 3, the responses of single-span bridges B and C 
are predicted using data from the three-span bridge A, leading to lower 
accuracy due to the significant differences between the bridges. 
Conversely, model 4, which predicts between two single-span bridges, 
demonstrates slightly higher accuracy. Additionally, considering that 
bridge C has a longer span and larger displacement values compared to 
bridge B, its greater resistance to noise enhances the predictive perfor
mance of model 3 over model 2. At last, although model 1 focuses on 
predictions between two measurement points within bridge A, its pre
dictive accuracy is relatively modest, suggesting that the relationship of 
measurement points between middle spans of different bridges is more 
easily learned. As shown in Fig. 15 (c), the coefficient of determination 
R2 for all four models exhibits minimal differences and is nearly equal to 
1, indicating excellent model fits that meet the requirements for engi
neering applications.

4. Experimental validation

4.1. Data fusion

Bridge A is equipped with the structure health monitoring system, 
making it feasible to integrate both measured and simulated data for 
predicting the bridge’s response. The bridge A, as well as the dynamic 
displacement sensors installed, are illustrated in Fig. 16. Fig. 16(b) is a 
dual-span bridge, while all analyses and models in this study are based 
on a single-span bridge. Fig. 16(d) displays the sensor layout at the mid- 
span cross-section of the bridge, with all measurement points arranged 
at the bottom of the box girder.

Due to the high sampling frequency of 200 Hz from the dynamic 
displacement sensors, which significantly exceeds that of the simulated 
data and causes huge computing burden for the system, a down- 
sampling procedure was employed to facilitate the integration of 
measured and simulated data. After multiple trials, it was determined 
that extracting one effective data point every ten data points, thereby 
reducing the sampling frequency from 200 Hz to 20 Hz, yielded the most 
effective results. The resulting data sequences were then segmented 
according to a preset length. Subsequently, 4500 data sets were 
randomly selected and integrated with the simulated data for the pre
diction of bridge responses. Fig. 17 shows the preprocessing of the 
measured data.

After mixing 4500 sets of measured data with 4500 sets of simulated 
data, 9000 sets of displacement data were obtained. Then the combined 
datasets were shuffled and input into the Transformer model for training 
and prediction. This is analogous to Case 1 discussed in the preceding 
section, predicting the displacement at point 3 of bridge A using data 
from point 1 of bridge A. Fig. 18 presents a comparison of the evaluation 
metrics for the prediction results using the simulated data alone versus 
the mixed dataset. The results indicate a significant reduction in both the 
Ta and RMAE metrics, accompanied by a slight fluctuation in R². Ta and 
RMAE suggest a marked enhancement in the predictive performance, 
demonstrating that the integration of measured data contributes to 
increasing accuracy in response prediction.

4.2. Model application

A vehicle was driven at the same velocity successively over bridge A 
and bridge B, with sensors temporarily installed on bridge B to validate 
the pre-trained response prediction models. Model 1 involves predicting 

the displacement response of point 3 at the midspan of bridge B based on 
vehicle load, while Model 2 predicts the displacement of point 3 of 
bridge B using data from point 3 of bridge A. The performance of the 
digital twin system for the bridges group is evaluated by comparing the 
predicted responses from the two models with the actual responses 
measured by the sensors. Fig. 19 displays the prediction results. As 
shown in Fig. 19 (a), both models achieve good results, predict dynamic 
displacement close to the true values. Obviously, the prediction per
formance of Model 2 is superior to that of Model 1, as the response 
provides more comprehensive information than the vehicle load. How
ever, the prediction accuracy of Model 1 is also sufficient for practical 
engineering applications.

5. Discussion

To better understand the capabilities of the Transformer model, 
displacement response predictions were also conducted using LSTM, Bi- 
directional Long Short-Term Memory (BiLSTM), and Bi-directional 
Gated Recurrent Unit (BiGRU) models under identical conditions. 
Three distinct scenarios were evaluated, given as flows: 

Scenario 1: Predicting the displacement response of point 3 at the 
midspan of bridge A based on vehicle load;
Scenario 2: Predicting the displacement of point 3 at the midspan of 
bridge B using the displacement data from point 3 of bridge A;
Scenario 3: Integrating measured and simulated data to predict the 
displacement of point 3 at the midspan of bridge A using displace
ment data at point 1.

Taking Scenario 1 as an example, a segment of displacement 
response was extracted, and the prediction performance is shown in 
Fig. 20 (a), which illustrates the prediction performance of the Trans
former, LSTM, BiLSTM, and BiGRU models. It is evident from the figure 
that the prediction accuracy of other models is quite similar, capturing 
only the general trend of the response. In contrast, the Transformer 
model demonstrates superior performance, accurately predicting the 
displacement response with only slight discrepancies in certain areas. 
Furthermore, the absolute value of the difference between predicted 
value and actual value is shown in Fig. 20 (b), which more clearly 
demonstrates the accuracy of the Transformer model.

The evaluation metrics across the three scenarios are depicted in 
Fig. 21. It can be observed that the Transformer model significantly 
outperforms the other three models, with much lower Ta and RMAE 
values across all scenarios, and R2 values that are closer to 1, indicating 
the superior predictive accuracy of the Transformer model. The per
formance of the other three models is nearly identical in scenarios 1 and 
2, whereas their evaluation metrics exhibit a larger variance in scenario 
3. This difference in scenario 3 is likely due to the doubled data volume 
and the increased complexity in response prediction arising from the 
integration of measured and simulated data. The specific values of each 
indicator in the figures are listed in Tables 4, 5, and 6. Furthermore, 
additional comparative analyses in similar scenarios, such as predicting 
bridge B’s response from vehicle load data or predicting bridge C’s 
response based on bridge A’s response, revealed consistent trends. Due 
to space constraints, these findings are not elaborated here.

Despite the promising results, this study has several limitations that 
warrant further investigation. Firstly, the numerical simulations assume 
vehicles passing the bridge individually, which simplifies real-world 
traffic dynamics such as vehicle queues and congestion. Future work 
will incorporate more realistic traffic flow models and explore advanced 
data augmentation techniques (e.g., Generative Adversarial Networks) 
to better capture spatiotemporal dependencies. Secondly, the compu
tational cost of training multiple Transformer models for bridges with 
numerous measurement points could hinder real-time applications. 
Transfer learning strategies will be investigated to enhance efficiency. 
Thirdly, the accuracy of the digital twin framework relies heavily on the 

W. Zhao et al.                                                                                                                                                                                                                                   Structures 76 (2025) 109052 

16 



finite element models of the bridges. To ensure long-term reliability, 
regular load tests will be conducted on the three bridges to update the 
model parameters and maintain prediction accuracy. Lastly, while the 
current framework is validated on box girder bridges, its generalizability 
to other bridge types (e.g., arch bridges, cable-stayed bridges) remains 
to be explored. Addressing these challenges will advance the digital 
twin’s adaptability to complex traffic scenarios and diverse infrastruc
ture systems, ultimately supporting intelligent management of regional 
bridge networks.

6. Conclusion

This study introduces a digital twin system for regional bridges 
group, specifically designed to mitigate the challenges posed by the lack 
of health monitoring systems on many bridges and to improve the 
intelligent operation and maintenance of regional bridge networks. In 
the bridges group, the response prediction model is constructed using a 
Transformer network and three scenarios are investigated: predicts 
bridge responses based on vehicle loads, predicts bridge responses both 
within a single bridge and across different bridges, and predicts re
sponses with the fusion of measured data. Scenario 1 represents the most 
prevalent application, facilitating the prediction of bridge responses 
upon obtaining vehicle information. Scenario 2 enables the prediction of 
responses for other bridges within the group, even after a failure of the 
WIM system, by utilizing sensors installed on specific bridges. Scenario 3 
effectively integrates mitigates potential deficiencies in the monitoring 
data. These scenarios demonstrate the significant advantages of the 
digital twin system and its resilience against adverse interferences, 
thereby supporting the implementation of management and mainte
nance decision-making for the bridges network.

At last, a vehicle was driven over bridges to validate the pre-trained 
response prediction models within the network. The accuracy and 
robustness of the predictions are evaluated using three performance 
metrics: Ta, RMAE, and R². Furthermore, the predictive efficacy of the 
Transformer model is compared with that of LSTM, BiLSTM, and BiGRU 
models across the same scenarios.

The main conclusions are as follows: 

1. Response prediction based on vehicle loads: The prediction of the 
side span response using vehicle load data demonstrated the highest 
performance among all cases. This can be attributed to the relative 
simplicity of the time-displacement curve associated with the side 
span.

2. Response prediction between bridges: The prediction of bridge re
sponses was most accurate when the structural characteristics of the 
bridges were closely aligned, highlighting the influence of structural 
similarity on predictive performance.

3. Integration of measured and simulated data: The fusion of measured 
data with simulated data markedly enhanced the model’s predictive 
accuracy, underscoring the significant role of data integration in 
improving the precision and reliability of prediction outcomes.

4. Model validation: Although the accuracy of the neural network 
trained on simulated data decreases during actual validation, it 
continues to satisfy the practical requirements of engineering 
applications.

The digital twin system developed in this study effectively utilizes 
regional vehicle information and monitoring information from bridges 
equipped with health monitoring systems. This model holds particular 
promise for bridges that lack such monitoring capabilities, thereby 
enhancing the intelligent management and maintenance of the broader 
regional bridge network. The proposed methodology demonstrates sig
nificant potential for long-term health monitoring applications of actual 
bridge groups, particularly beam bridges. Future research will focus on 
conducting load tests on bridges without monitoring systems to develop 
more accurate finite element models, and will explore the 

interrelationships of response predictions among various bridge types 
within the bridge network to facilitate intelligent management and 
maintenance strategies.
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