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A B S T R A C T   

Various structural damage identification methods have been developed and employed, while the absence of input 
excitation measurements may pose a huge challenge in their application since the input forces such as seismic 
load, traffic load, wind load, are not directly measurable. To address this issue, in the present paper, a novel 
output-only structural damage detection approach based on Q-learning hybrid evolutionary algorithm (QHEA) 
and response reconstruction technique is presented. On the one hand, the external excitation and structural 
acceleration responses are reconstructed with the aid of response reconstruction and Tikhonov regularization 
techniques in time domain. Structural damage identification can be formulated as an optimization-based inverse 
problem. On the other hand, a new optimization framework QHEA integrating Jaya algorithm, differential 
evolution, Q-learning algorithm is developed as search tool. The unknown structural parameters and unmeasured 
input force are iteratively updated by using two different measurement sets until the reconstructed acceleration 
responses agree well with the measured responses. Numerical examples involving a cantilever beam structure 
under single excitation and a simply-supported 51-bar truss structure under multiple excitations, as well as an 
experimental five-floor steel frame structure in the laboratory are carried out to validate the effectiveness of the 
proposed method. The final results demonstrate that the proposed method can accurately detect damage loca
tions and quantify damage extents without the information of input excitation. In addition, the superiority of 
QHEA over other heuristic algorithms, the uncertainties of measurement noise and modeling errors on damage 
identification results are further examined.   

1. Introduction 

Major civil infrastructures, such as large-scale bridges, underground 
pipe gallery, complex spatial structure, high-rise buildings, inevitably 
accumulate damages during their long-term service life, owing to ma
terial deterioration, aging, earthquakes, storms, typhoons, etc. The 
sudden failure or collapse of the whole structure would lead to enor
mous casualties and property loss. Therefore, to ensure safe operation of 
existing engineering structures, it is of significance to perform contin
uous health monitoring and early damage detection. Over the past two 
decades, diverse structural damage detection methods have been 
developed and employed [1,2]. 

Local non-destructive evaluation methods [3], such as acoustic 
emission technique, ultrasonic method, thermal field method, have been 
employed to evaluate the condition of small-scale structures. However, 
these methods are inappropriate for large-scale and complex structures 
since they generally require prior knowledge of the location of potential 
damaged elements. In contrast, vibration-based methods identifying 
structural damages with global responses, have received more and more 
attention and they roughly fall into frequency and time domain 
methods. The first category, frequency domain methods, utilize model 
properties as damage indicators, frequencies [4], mode shapes [5], 
modal flexibilities [6], modal strain energy [7], curvature mode shape 
[8], etc., to identify structural damages. Nevertheless, there are some 
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inherent disadvantages for most of frequency domain methods. For 
example, low-order modes are insensitive to small or minor level of 
elemental damage and high-order modes of a structure are difficult to be 
precisely obtained despite its more sensitivity. For the latter time 
domain methods, structural damages are detected by directly using the 
measured vibration data (accelerations, velocities, displacements, 
strains, etc.). Raw measurements contain more detailed damage infor
mation. Various time domain methods have been developed, such as the 
least-squares estimation approach [9], the Kalman filter approach [10], 
the likelihood estimation method [11], the enhanced response sensi
tivity method [12], the particle filter [13]. In fact, the external excita
tions, wind load, wave load, vehicle load, etc., acting on the engineering 
structures are expensive or impossible to be directly acquired, which 
poses a big challenge to the practical applications. 

To solve the issue of absence of excitation measurement, some 
output-only approaches have been constructed to identify structural 
damages and input load simultaneously. Chen and Li [14] adopted the 
modified least-squares approach to iteratively identify unknown struc
tural parameters and input force. Lu and Law [15] employed a damage 
identification method base on dynamic response sensitivity and 
gradient-based model updating with output-only measurements. Zhang 
et al. [16] proposed an effective methodology for simultaneous identi
fication of unknown excitations and damages. Sun and Betti [17] com
bined the artificial bee colony algorithm and modified Newmark 
integration scheme. Jayalakshmi and Rao [18] modified Tikhonov 
regularization technique for force identification and developed an 
improved version of firefly algorithm for damage identification. Basi
cally, aforementioned methods iteratively update structural parameters 
and input force at each time step, which would consume considerable 
computational resources, especially for the complex structures with 
considerable unknown parameters [19]. Instead of taking the input force 
time history as unknown parameters, some efforts have been devoted to 
the approximation of input excitation as a stationary Gaussian white 
noise [20,21]. For example, Li and Law [22] proposed a new covariance 
matrix of acceleration responses. Compared with the first few modal 
quantities, covariance matrix of acceleration presents more sensitive 
performance to local damages. Lei et al. [23] derived the equation of 
cross-correlation functions of responses under stationary white noise 
excitations. Zhang et al. [24] presented a reference-free acceleration 
correlation functions to locate and quantify the reduction of stiffness and 
mass parameters. Wang et al. [25] applied the correlation functions 
between the acceleration responses and strain responses to identify 
multiple damages. However, it is noted that the assumption of Gaussian 
white noise process may be invalidate in certain cases. In addition, more 
than half an hour of recorded signals are required in these researches, 
which has a negative effect on the computational efficiency. 

Compared with correlation function-based methods, the response 
reconstruction technique does not depend on the type of external exci
tation, so it is more promising for structural damage detection. Several 
response reconstruction techniques have been developed in previous 
studies, such as empirical mode decomposition-based method [26], 
Kalman filter-based method [27], inverse optimization problem-based 
method subject to constraints [28], transformation matrix-based 
method [29]. Among these methods, the dynamical response recon
struction method based on the concept of transmissibility is the most 
popular, and its basic idea can be simply illustrated [30]. Initially, the 
measured acceleration responses from the target physical structure are 
divided into two measurement sets, i.e., set 1 and set 2. Then, the ac
celeration responses of the measurement set 2 are reconstructed making 
use of transformation matrix and measurements of set 1. Finally, the 
unknown parameters of damaged structure are determined by mini
mizing the discrepancies between the measured accelerations and the 
reconstructed accelerations. A response reconstruction method was 
proposed and adopted to detect substructure damage in frequency 
domain [31], and experimental results of a steel frame structure tests 
verified its good performance. Subsequently, the wavelet-domain 

response reconstruction method was developed using unit impulse 
response function [32]. For the purpose of avoiding data processing, e. 
g., fast Fourier transform, discrete wavelet transforms, a new response 
reconstruction in state space domain using Markov system parameters 
was proposed [33]. Besides, the response reconstruction in time domain 
for output-only structural damage identification when subjected to 
seismic loading was also developed [34]. Nevertheless, in these previous 
researches, model updating methods based on the dynamic response 
sensitivity was used. It is noted that an appropriate gradient information 
or a good initial guess of parameters are generally required, which poses 
a strict requirement on their application for the large-scale structures 
with limited output-only measurements. Unsatisfactory identification 
results may be obtained if taking measurement noise and modeling er
rors into consideration. 

Structural damage detection can be mathematically formulated as a 
constrained optimization-based inverse problem. A proper objective 
function is defined and optimized by optimization algorithms. 
Compared with traditional optimization methods, derivative-free heu
ristic optimization algorithm, such as particle swarm optimization [35], 
improved whale optimization algorithm [36], modified artificial bee 
colony algorithm [37], improved butterfly optimization algorithm [38], 
enhanced bat optimization algorithm [39], grey wolf optimization [40], 
chaotic bird swarm algorithm [41], have attracted increasing attention 
owing to their strong search capacity and loose initial conditions [42]. 
Kim et al. [43] localized and quantified damages of truss structures with 
differential evolution (DE). Ding et al. [44] developed an improved tree- 
seed algorithm to identify the hysteretic parameters. A new Jaya algo
rithm was recently proposed by Rao [45], to address diverse constrained 
and unconstrained benchmark problems. Different from above- 
mentioned optimization algorithms, for Jaya algorithm, none of 
algorithm-specific parameters facilitates the robustness in different ap
plications. Yet, Jaya algorithm has simple mutation mechanism. As an 
emerging population-based heuristic algorithm, there are deficiencies 
including weak convergence speed and high possibility of local minima. 
Shuffling process [46], probability and chaotic searching [47], K-means 
clustering and a new updating equation [48] have been introduced to 
improve basic Jaya algorithm. In addition to introducing new 
improvement mechanisms, hybrid algorithm by combining two or three 
different algorithms provides another appealing way. Zhang et al. [49] 
proposed adaptive hybrid Jaya and DE algorithm consisting of Jaya 
mutation and three mutation strategies of DE. However, the search 
strategies with Jaya or DE are randomly determined rather than the 
optimal. In this study, Q-learning hybrid evolutionary algorithm 
(QHEA) is proposed, and its prominent advantage is that the most 
suitable search strategy from the strategy pool for each individual can be 
selected under the guidance of Q-learning. 

In this paper, an output-only method making use of QHEA and 
response reconstruction technique is proposed to identify structural 
damages with unknown external excitation. Two major contributions 
are provided. First, response reconstruction technique in time domain is 
developed to reconstruct external excitation and dynamic responses 
with the aid of unit impulse response function and Tikhonov regulari
zation. Second, a new optimization framework QHEA including Jaya 
algorithm, DE and Q-learning algorithm is proposed. Damage locations 
and severities are detected and qualified by optimizing the objective 
function established based on the measured and reconstructed acceler
ation responses using the proposed QHEA. The accuracy, effectiveness, 
robustness of proposed method is validated with numerical studies on a 
cantilever beam under single excitation and a 51-bar truss structure 
under multiple excitations. In addition, a laboratory five-floor steel 
frame model is used. Furthermore, the uncertainties of measurement 
noise and modeling error are considered, and the superiority of the 
proposed QHEA over other heuristic algorithms are investigated. 
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2. Formulations of damage identification 

2.1. Damage modeling 

The structure is discretized into several elements as the finite 
element method. The structural damages are generally represented by 
the stiffness reductions. The variation of mass is directly ignored 
[36,48]. The damage severity of the i-th element αi in the damage 
modeling is 

αi =
Ei − Ed

i

Ei
, i = 1, 2, ...ne (1)  

where Ei and Ed
i denote the elasticity modulus of the i-th element under 

the intact and damaged state; ne represents the unknown number of 
elements. It is noted that αi = 0 indicates a healthy element and αi = 1 
implies a totally damaged element. 

A series of elemental damage vectors α = (α1,α2, ..., αi, ...αne) within 
the range of [0, 1] are used to characterize the structural damage model 
as follows 

Kd =
∑ne

i=1
(1 − αi)Kele

i , 0⩽αi⩽1 (2)  

where Kd and Kele
i represent the global stiffness matrix in damaged status 

and the elemental stiffness matrix in healthy status. Structural param
eters are equal to θ = {(1 − α1), (1 − α2), ..., (1 − αne) }. 

2.2. Response reconstruction method 

The equation of motion of a linear multiple degrees of freedom 
(MDOF) structure subjected to dynamic force can be expressed as 

Mü(t)+Cu̇(t)+Ku(t) = Bf (t) (3)  

where M, C, K are the mass, damping, stiffness matrices, respectively; 
f(t) stands for the external excitation; B means the mapping matrix with 
the value of 1 at the location of input force and 0 at others. Damping 
matrices can be obtained with Rayleigh damping model as follows 

C = β1M + β2K (4)  

where β1 and β2 stand for damping constants. 
Structural dynamic responses including displacement vector u(t), 

velocity vector u̇(t) and acceleration vector ü(t) can be acquired with 
Newmark method. 

The acceleration response üμ(t) from the μ-th DOF at time tn can be 
calculated by 

üμ(tn) =

∫ tn

0
ḧμ(tn − τ)f (τ)dτ (5)  

where ḧμ(t) indicates the unit impulse response function at the μ-th DOF; 
τ stands for the integration variable. 

Similar with Eq. (3), the motion equation of linear damped structure 
subjected to unit impulse excitation can be written as 

Mḧ(t)+Cḣ(t)+Kh(t) = Bδ(t) (6)  

where δ(t) stands for the Dirac delta function; h(t), ḣ(t), ḧ(t) denote the 
displacement, velocity, acceleration unit impulse response function, 
respectively. Unit impulse response functions of structure under the 
assumption of initially static state could be computed by 
{

Mḧ(t) + Cḣ(t) + Kh(t) = 0
h(0) = 0, ḣ(0) = M− 1B

(7) 

Eq. (5) can be rewritten in discretized form as 

üμ(tn) = ḧμ(tn)f (tn) (8)  

where ḧμ(tn) =

[

ḧμ(tn), ḧμ(tn− 1), ..., ḧμ(t0)
]

; f(tn) =

[f(t0), f(t1), ..., f(tn) ]T . 
For the entire acceleration time history data üμ =

[

üμ(t0), üμ(t1), ..., üμ(tn)
]T

, the relationship between output response üμ 

and input force f is 

üμ = Hμf (9)  

where matrix Hμ is impulse response function matrix, obtained by 
following equation 

Hμ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ḧμ(t0) 0 0 0 0
ḧμ(t1) ḧμ(t0) 0 0 0
ḧμ(t2) ḧμ(t1) ḧμ(t0) 0 0

⋮ ⋮ ⋮ ⋱ ⋮
ḧμ(tn) ḧμ(tn− 1) ḧμ(tn− 2) ⋯ ḧμ(t0)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(10) 

The response reconstruction methods with unknown input excita
tion, as described in Refs. [31–34], have been employed and investi
gated for structural damage identification. Herein, response 
reconstruction technique in time domain is briefly introduced. 

For a target structure, the recorded acceleration responses are 
initially classified as two measurement sets, namely, measurement set 1 
üset1

mea(t) and measurement set 2 üset2
mea(t), and they can be presented as 

{
üset1

mea(t) = H1f
üset2

mea(t) = H2f
(11)  

where H1 and H2 denote the matrices associated with unknown struc
tural parameters. 

By Eq. (11), the unknown external excitation f and the reconstructed 
accelerations of measurement set 2 üset2

rec (t) are easily acquired when the 
number of sensors in the measurement set 1 exceeds the number of 
unknown external excitations 

f = (H1)
+üset1

mea(t) (12)  

üset2
rec (t) = H2(H1)

+üset1
mea(t) = T12üset1

mea(t) (13)  

where ()+ means the pseudo-inverse of a given matrix; T12 is the 
transformation matrix, T12 = H2(H1)

+. 
It is noted that the ill-conditioned nature for force identification 

problem in Eq. (12) may result in the unstable solution. Hence, to 
remedy this drawback, an effective method Tikhonov regularization is 
adopted. The ill-posed inverse problem can be solved as follows 

f =
(
HT

1 H1 + λI
)− 1HT

1 üset1
mea(t) (14)  

where λ is regularization parameter; I means the identity matrix. Then, 
the reconstructed accelerations of measurement set 2 üset2

rec (t) can be 
derived as 

üset2
rec (t) = T12üset1

mea(t)

= H2
(
HT

1 H1 + λI
)− 1HT

1 üset1
mea(t)

(15) 

A proper regularization parameter λ is the key point of Tikhonov 
regularization technique. In this regard, L-curve method is employed 
owing to its considerable successful applications. The optimal regulari
zation parameter λop is located at the corner of the L-curve. 

In addition, engineering structures may be subjected to multiple 
external excitations, and this more complex but practical case is further 
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considered. The dynamic responses of linear structural system under 
multi-point input force are equal to the superposition of those caused by 
single excitation. The acceleration response from the μ-th DOF at time tn 
can be expressed as 

üμ(tn) = üμ,1(tn)+ üμ,2(tn)+ , ..., + üμ,nf (tn) =
∑nf

i=1

∫ tn

0
ḧμ,i(tn − τ)fi(τ)dτ

(16)  

where nf means the number of unknown forces. 
According to Eq. (5) and Eq. (8), the acceleration response can be 

given as 

üμ(tn) =
∑nf

i=1
Hμ,i(tn)fi(tn) (17)  

where matrix Hμ,i(tn) is 

Hμ,i =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

ḧμ,i(t0) 0 0 0 0
ḧμ,i(t1) ḧμ,i(t0) 0 0 0
ḧμ,i(t2) ḧμ,i(t1) ḧμ,i(t0) 0 0

⋮ ⋮ ⋮ ⋱ ⋮
ḧμ,i(tn) ḧμ,i(tn− 1) ḧμ,i(tn− 2) ⋯ ḧμ,i(t0)

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

(18) 

Subsequently, response reconstruction method as described in Eqs. 
(11–15) is adopted to reconstruct the structural responses under multi
ple unknown forces. 

The difference between the measured accelerations üset2
mea(t) and 

reconstructed ones üset2
rec (t) of the second measurement set from the 

damaged structure is set as objective function 

fobj =

⃦
⃦
⃦üset2

mea − üset2
rec (θ)

⃦
⃦
⃦

2
(19)  

where fobj means the objective function; θ denotes the unknown struc
tural parameters to be identified. The unknown structural parameters θ 
are iteratively updated using the proposed QHEA until the reconstructed 
accelerations agree well with the measured values. 

3. Identification algorithms 

Heuristic algorithms have been widely adopted as the search tool to 
deal with the optimization-based damage detection problem. Consid
ering the complex nonlinear characteristic of optimization problem, 
more various optimization algorithms are welcomed. 

3.1. Jaya algorithm 

In recent years, a new Jaya algorithm is proposed [45]. The popu
lation of Jaya algorithm is initialized randomly within the given search 
domain 

Xinitial
i,j = Lbi,j + rand(0, 1) ×

(
Ubi,j − Lbi,j

)

i ∈ (1, 2, ...,NP), j ∈ (1, 2, ...,Dim)
(20)  

where Xinitial
i,j denotes the j-th variable of the i-th individual in the initial 

population; Lbi,j and Ubi,j means the lower and upper search limits; NP 
and Dim represent population size and dimension of variables, respec
tively; rand(0,1) stands for a random number with uniform distribution 
within the range of [0, 1]; 

Then, at the G-th iteration, new candidate solutions X′
i,G is updated 

with the best solution Xbest,G and the worst solution Xworst,G as follows 

X’
i,j,G = Xi,j,G + rand1 ×

(
Xbest,j,G −

⃒
⃒Xi,j,G

⃒
⃒
)

− rand2 ×
(
Xworst,j,G −

⃒
⃒Xi,j,G

⃒
⃒
) (21)  

where Xi,j,G stands for the j-th variable of the i-th individual; rand1 and 
rand2 are two uniformly random number within [0, 1]. 

Subsequently, greedy selection mechanism is applied as follows 

Xi,G+1 =

⎧
⎨

⎩

X’
i,G fobj

(
X’

i,G

)
⩽fobj

(
Xi,G

)

Xi,G otherwise
(22)  

where fobj(Xi,G) and fobj(X′
i,G) are the objective functions of the solution 

Xi,G and X′
i,G. 

Finally, the best solution will be output if the termination condition 
is satisfied. 

3.2. Differential evolution algorithm 

DE algorithm has been widely applied into various fields in recent 
years. The initial population (X1,X2, ...,XNP) is produced randomly using 
Eq. (20). Then, mutation individual Vi,G is generated with mutation 
operation. There are several commonly referred mutation strategies, 
such as DE/rand/1, DE/rand/2, DE/best/1, DE/best/2, DE/rand-to- 
best/1, DE/current-to-best/1. Herein, taking the basic DE/rand/1 for 
example, its expression is 

Vi,G = Xr1 ,G
+F

(
Xr2 ,G

− Xr3 ,G

)
(23)  

where Xr1 ,G,Xr2 ,G,Xr3 ,G stand for randomly selected target individuals, 
r1 ∕= r2 ∕= r3 ∕= i; mutation operator F is generally set as 0.8, which 
controls the deviation of difference vector. 

After mutation, to create trial individual Ui,G, binomial crossover 
strategy is utilized by crossing the mutated individual Vi,G and the 
original target individual Xi,G 

Ui,j,G =

{
Vi,j,G if

(
randj[0, 1]⩽CR

)
or(j = jrand), j = 1, 2, ...,Dim

Xi,j,G otherwise
(24)  

where randj[0, 1] denotes a random number within the range of [0, 1]; 
jrand stands for an integer number within [1, Dim]; CR is the crossover 
operator usually chosen as 0.9 [50]. 

In the last step, greedy selection mechanism is employed to select 
better candidate solution between Xi,G and Ui,G using Eq. (22). 

3.3. Q-learning hybrid evolutionary algorithm 

3.3.1. Strategy pool 
It is well-known that essential roles are played by exploration and 

exploitation in the search processes of evolutionary algorithm toward 
optimization and/or convergence. The tradeoff between exploration and 
exploitation is the key factor determining the performance of any given 
evolutionary algorithm. The former refers to visiting the new regions 
within the predefined search domain, while the latter is defined as 
visiting those regions around the previously visited points. In fact, a 
paradox exists behind these two search modes. If much attention is paid 
to the exploration mode, the convergence performance of evolutionary 
algorithm would be weakened. On the contrary, if it concentrates on the 
exploitation mode, this algorithm may fall into local optimum. Some 
studies have been done to achieve a balanced exploration and exploi
tation capacities by introducing diverse mechanisms, k-means clustering 
technique, mutation learning mechanism, experience-based learning 
strategy, etc. In consideration of the strengths and weaknesses of 
different search strategies, in this study, strategy pool method including 
four different search strategies, DE/rand/1, DE/rand/2, DE/current-to- 
best/1, Jaya mutation is proposed, expressed as following equation 
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Strategy pool =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

Group1

⎧
⎪⎨

⎪⎩

DE/rand/1

DE/rand/2

Group2

{
DE/current − to − best/1

Jaya mutation

(25) 

In Eq. (25), the proposed strategy pool has exploration group Group1 

and exploitation group Group2. Group1 consists of DE/rand/1 and DE/ 
rand/2, and it ensures this strategy’s exploration capability; Group2 

consists of DE/current-to-best/1 and Jaya mutation, which ensures this 
strategy’s exploitation capacity. The Eq. (25) can be rewritten as 

⎧
⎪⎪⎨

⎪⎪⎩

{
Vi,G =Xr1 ,G +F

(
Xr2 ,G − Xr3 ,G

)

Vi,G =Xr1 ,G +F
(
Xr2 ,G − Xr3 ,G

)
+F

(
Xr4 ,G − Xr5 ,G

)

{
Vi,G =Xi,G +F

(
Xbest,G − Xi,G

)
+F

(
Xr1 ,G − Xr2 ,G

)

Vi,j,G =Xi,j,G + rand1 ×
(
Xbest,j,G −

⃒
⃒Xi,j,G

⃒
⃒
)
− rand2 ×

(
Xworst,j,G −

⃒
⃒Xi,j,G

⃒
⃒
)

(26) 

Group1 has strong global exploration capacity and Group2 features 
powerful local exploitation capacity. The combination of these four 
search strategies may provide more balanced capacity between explo
ration and exploitation. 

3.3.2. Q-learning algorithm 
As a branch of artificial intelligence, reinforcement learning has been 

widely employed into various fields [51]. The main components of 
reinforcement learning, as presented in Fig. 1, are environment, state, 
reward, agent and action. The operations of reinforcement learning 
process are composed of the cycles of state, action and reward. 

Q-learning is one of the most well-known algorithms of reinforce
ment learning, adopted in this study, and its introduction is briefly 
described. Q-learning algorithm consists of a set of states of the envi
ronment S = {s1, s2, ..., sn} and actions A = {a1, a2, ..., an} to be imple
mented. At each iteration, an intelligent agent with state st would 
perform the best action based on an accumulated table of information, 
Q-table. Then, a reward wt+1 and a new state st+1 are obtained. The 
agent learns the obtained information to form evaluations of expected 
values Q(st , at) obtained by each given action [52]. The Q-learning es
timates the value of Q(st , at) according to following Bellman equation 

Qnew(st, at) = (1 − φ)Q(st, at)

+φ[wt+1 + γ⋅maxQ(st+1, at) ]
(27)  

where Q(st , at) and Qnew(st , at) stand for the previous and updated Q- 
values; maxQ(st+1, at) is the maximum Q-value among all actions; γ 

means the discount factor, usually set as γ = 0.8; wt+1 denotes the im
mediate reward received from the environment by taking action a; φ is 
the learning rate. Normally, in the early stage, it has a high value and 
decreased with iterations 

φt = 1 − 0.9 ×
Iter

Max Iter
(28)  

where Iter and Max Iter are the current iteration number and the 
maximum iterations. 

3.3.3. Framework of Q-learning hybrid evolutionary algorithm 
In this section, a novel algorithm, Q-learning hybrid evolutionary 

algorithm (QHEA), is proposed by integrating the strategy pool in Sec
tion 3.3.1 and the Q-learning algorithm in Section 3.3.2 together. More 
specifically, the individuals of evolutionary algorithm refer to the 
intelligent agents of reinforcement learning. The environment is defined 
as the predefined search space limits of the individuals. The states stand 
for the possible operations for each individual of hybrid algorithm, 
namely, DE/rand/1, DE/rand/2, DE/current-to-best/1, Jaya mutation. 
The action implies it changes from one state to another. The individual is 
switched by Q-learning algorithm in a self-adaptive manner from one 
operation (state) to another in the light of the individual’s achievement. 
Positive rewards and negative rewards are given to the individuals with 
good performance and poor behavior, respectively. 

The optimization process of the proposed QHEA can be further 
summarized as following several phases: 

Phase 1: the initial population of evolutionary algorithm is generated 
with Latin hypercube sampling. 

Phase 2: a 4 × 4 matrix Q(st , at) is randomly produced as initial Q- 
table for each individual. The dimension of matrix Q is the number of 
states, i.e., DE/rand/1, DE/rand/2, DE/current-to-best/1 and Jaya 
mutation. 

Phase 3: for the current individual, the best action would be selected 
on the basis of the position of the maximum Q-value in the Q-table as 
follows 

best action = Max[Q(current state, all actions) ] (29) 

Phase 4: perform the selected operation and calculate the objective 
function. 

Phase 5: determine the reward/penalty according to whether the 
solution improved or not [53] 

wt =

{
1 if fobj is improved
− 1 otherwise (30) 

Phase 6: update the Q-table for the current individual by Eq. (27). 

Fig. 1. The standard reinforcement learning model.  
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Phase 7: repeated the procedures until the termination condition is 
met. 

Fig. 2 presents the pseudo-code of the proposed QHEA. The most 
suitable search strategy for each individual is adaptively selected based 
on the Q-learning algorithm. The tradeoff between exploration and 
exploitation of QHEA would be better achieved than Jaya and DE. 

3.4. Iterative identification procedure 

Fig. 3 presents the flowchart of the proposed output-only approach 
based on QHEA and response reconstruction technique for identifying 
structural damages with unknown excitation force, and its procedures 
are illustrated as follows. 

Step 1: acquire the dynamic acceleration response from the damaged 
structure and divide these measured data into two different sets üset1

mea(t)
and üset2

mea(t). Initialize the population and parameters of QHEA. 
Step 2: after calculating the unit impulse response function, matrices 

H1 and H2 associated with unknown structural parameters θi can be 
obtained by Eq. (10) or Eq. (18). 

Step 3: the reconstructed responses of measurement set 2 üset2
rec (t) can 

be calculated with Tikhonov regularization technique and the trans
formation matrix T12 using Eq. (15). 

Step 4: calculate the objective function based on the measured and 
reconstructed responses of set 2 with Eq. (19). 

Step 5: iteratively update the unknown structural parameters θi using 
the proposed QHEA. 

Step 6: repeat steps 2 to 5 until the predefined maximum iterations 
reached or following convergence criteria is satisfied 

errorG =

⃦
⃦θi,G+1 − θi,G

⃦
⃦

2⃦
⃦θi,G

⃦
⃦

2

× 100%⩽Tolerance (31)  

where Tolerance means the convergence tolerance, taken as 5 × 10− 3 in 
this study. 

Step 7: output the optimal solution, so the locations and extents of 
structural damages can be identified. 

4. Numerical studies 

To examine the superiority of the proposed QHEA, CEC2005 
benchmark tests are employed. In addition, a cantilever beam structure 
and a truss structure are used as numerical examples to test the per
formance of the proposed output-only damage detection approach under 
single force or multiple input excitations, respectively. 

4.1. CEC2005 benchmark tests 

Some representative CEC2005 benchmarks functions, such as 
unimodal functions (F1, F2, F3, F4, F5), multimodal biased functions 
(F6, F7, F9, F10, F11, F12), and expanded functions (F13, F14), are 
adopted to conduct verification. Compared with classical benchmarks, 
such as Sphere, Griewank, Ackley, CEC2005 benchmarks functions are 
more complex to be well optimized owing to their shifted global opti
mum, hybridization, expansion features. Thus, the significance of CEC 
2005 benchmark functions is that they can be employed as an effective 
tool to test the performance of the proposed QHEA algorithm. The re
sults from four state-of-the-art algorithms including evolutionary 

Fig. 2. The pseudo-code of proposed QHEA.  
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sampling assisted optimization algorithm (ESAO) [54], improved 
global-best harmony search (IGHS) [55], modified particle swarm 
optimization (MPSO) [56], surrogate-assisted multiswarm optimization 
algorithm (SAMSO) [57], are cited for comparison with QHEA. The 
statistical results from 30 independent runs for the 30 and 50-dimen
sional tests are presented in Table 1 and Table 2, respectively. It is 
noted that the bold value means the best identified value among these 
five algorithms. By Table 1 and Table 2, it can be easily found that the 
proposed QHEA can obtain more pleasant results than ESAO, IGHS, 
MPSO, SAMSO in most cases. In addition, the well-known non-para
metric Friedman test on the CEC2005 benchmark function is conducted 
to rank these algorithms from a statistical point of view. Fig. 4 shows the 
mean ranks of ESAO, IGHS, MPSO, SAMSO, QHEA. The proposed QHEA 
obtains the best rank with 1.54 for D = 30 and 1.23 for D = 50. 

4.2. Cantilever beam structure under single excitation 

To validate the effectiveness of the proposed output-only damage 
detection approach, a Euler–Bernoulli cantilever beam structure, as 
shown in Fig. 5, is taken as the first numerical example. The total length 
is 1500 mm, and width and height of rectangular cross-section are 50.75 
mm and 6 mm. The cantilever beam is evenly discretized into 15 ele
ments, so the length of each element is 100 mm. Vertical translation and 
rotation are considered for each node. The elastic modulus and mass 
density of steel material are 210 GPa and 7860 kg/m3, respectively. For 
the Rayleigh damping model, 1 % damping ratio is set. The cantilever 
beam is subjected to a random white noise excitation at node 16 in the 
vertical direction. Five accelerometers are installed at nodes 4, 7, 9, 11, 
13 to record the vertical responses, as presented in Fig. 5, and they are 
divided into two sets. The vertical accelerations from nodes 9, 11, 13 are 
regarded as the measurement set 1, and the acceleration measurements 
from nodes 4, 7 are denoted as the measurement set 2. The sampling rate 

Fig. 3. The flowchart of the proposed method.  

Table 1 
Comparison of results of ESAO, IGHS, MPSO, SAMSO, QHEA on CEC2005 benchmark functions (30D).  

Num ESAO IGHS MPSO SAMSO QHEA 

Mean Std. Mean Std. Mean Std. Mean Std. Mean Std. 

F1 2.66E-04 5.18E-05 8.87E-08 1.25E-08 3.22E-14 2.86E-14 4.16E-05 1.72E-05 1.64E-16 1.19E-16 
F2 4.83E + 04 9.90E + 03 6.51E-07 1.68E-07 4.72E-01 6.45E-01 2.12E + 04 5.54E + 03 1.75E-04 3.46E-04 
F3 1.10E + 08 5.07E + 07 4.78E + 05 2.36E + 05 4.89E + 06 6.73E + 06 2.78E + 07 9.07E + 06 1.42E þ 05 3.86E þ 04 
F4 1.00E + 05 2.54E + 04 9.59E-03 1.89E-02 6.22E + 02 4.20E + 02 3.48E + 04 5.15E + 03 3.97E-03 1.14E-03 
F5 2.92E + 04 2.17E + 03 1.18E + 03 5.32E + 02 3.84E + 03 8.32E + 02 6.94E + 03 1.54E + 03 5.76E þ 02 4.76E þ 01 
F6 2.65E + 04 2.90E + 04 1.61E þ 02 1.71E + 02 2.93E + 06 6.09E + 06 5.57E + 07 1.78E + 07 7.95E + 02 2.61E þ 01 
F7 4.70E + 03 5.13E-07 8.70E-03 1.06E-02 7.66E-01 3.69E + 00 4.70E + 03 3.45E-06 7.43E-02 1.86E-01 
F9 2.40E + 02 2.27E + 01 1.69E-05 1.70E-06 4.34E + 01 1.49E + 01 7.88E + 01 1.92E + 01 9.13E-03 4.79E-04 
F10 2.94E + 02 2.65E + 01 4.98E + 01 1.41E þ 01 8.60E + 01 2.73E + 01 9.35E + 01 2.37E + 01 1.03E þ 01 1.52E + 01 
F11 4.60E + 01 1.75E þ 00 5.60E + 00 2.25E + 00 2.47E + 01 4.31E + 00 3.34E + 01 4.97E + 00 2.36E þ 00 2.46E + 00 
F12 3.74E + 04 3.94E + 04 1.59E + 03 1.74E + 03 5.35E + 04 2.87E + 04 4.04E + 04 2.46E + 04 1.25E þ 03 7.16E þ 01 
F13 4.14E + 01 1.25E + 01 1.23E þ 00 2.43E-01 2.73E + 00 6.84E-01 6.66E + 01 2.83E + 01 2.84E + 00 8.17E-01 
F14 1.42E + 02 1.85E-01 1.19E + 01 5.73E-01 1.28E + 01 3.87E-01 1.40E þ 00 1.39E-01 1.08E + 01 2.19E-01 
Rank 4.58 1.77 3.15 3.96 1.54  
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is set as 1000 samples/s and 1 s vibration data are selected for response 
reconstruction and damage identification. 

A random component is added into clean acceleration responses to 
simulate measurement noise by 

ümea(t) = üclean(t) +NlNnoiseRMS
(

üclean(t)
)

(32)  

where üclean(t) and ümea(t) are the clean and noise contaminated accel
eration responses; Nl stands for the level of noise; Nnoise denotes the 
randomly generated noise vector with mean value of 0 and standard 

deviation of 1; RMS
(

üclean(t)
)

means the root mean square of the cor

responding structural response. 

4.2.1. Response reconstruction 
If the FE model of cantilever beam is known, the reconstructed ac

celerations in measurement set 2 can be directly calculated with the aid 
of response reconstruction and Tikhonov regularization techniques. 
Fig. 6 presents the comparison of measured response üset2

mea(t) and 
reconstructed acceleration responses üset2

rec (t) of the set 2 for noise-free 
case. It is obviously observed from Fig. 6(a) and Fig. 6(c) that the 
reconstructed responses match well with the measured values. By Fig. 6 
(b) and Fig. 6(d), the amplitude of errors between the measured and 
reconstructed accelerations of node 4 and node 7 are less than 4 × 10− 12 

and 15 × 10− 12, respectively, which indicates the accuracy of response 
reconstruction method. When contaminated with 5 % noise, similarly, as 
presented in Fig. 7(a) and Fig. 7(c), the reconstructed accelerations are 
quite consistent with the measured ones. By Fig. 7(b) and Fig. 7(d), the 
errors of measurements from nodes 4 and 7 are less than 0.4. To evaluate 
the quality of response reconstruction, two quantitative indicators are 
adopted as follows 

RE =

⃦
⃦
⃦üset2

mea − üset2
rec

⃦
⃦
⃦

2⃦
⃦
⃦üset2

mea

⃦
⃦
⃦

2

× 100% (33)  

Table 2 
Comparison of results of ESAO, IGHS, MPSO, SAMSO, QHEA on CEC2005 benchmark functions (50D).  

Num ESAO IGHS MPSO SAMSO QHEA 

Mean Std. Mean Std. Mean Std. Mean Std. Mean Std. 

F1 3.14E-02 1.19E-02 2.74E-07 2.87E-08 1.13E + 03 2.70E + 03 6.47E-04 3.24E-04 2.07E-16 2.73E-18 
F2 1.91E + 05 3.20E + 04 9.63E-06 1.92E-06 1.73E + 02 7.26E + 02 6.94E + 04 1.19E + 04 1.19E-04 3.75E-04 
F3 3.97E + 08 1.78E + 08 9.07E + 05 3.72E + 05 4.59E + 07 5.19E + 07 1.14E + 08 2.67E + 07 3.16E þ 05 1.07E þ 05 
F4 2.51E + 05 4.32E + 04 3.18E + 03 2.03E + 03 1.30E + 04 4.36E + 03 9.67E + 04 1.73E + 04 3.75E-01 8.13E-01 
F5 1.73E + 04 2.90E + 03 3.29E + 03 7.67E + 02 8.62E + 03 1.69E + 03 1.66E + 04 3.05E + 03 4.17E þ 02 1.34E þ 01 
F6 1.27E + 04 8.85E + 03 1.45E + 02 1.70E + 02 5.60E + 07 6.97E + 07 2.56E + 08 7.77E + 07 1.26E þ 00 5.68E-01 
F7 6.20E + 03 5.22E-06 1.07E-03 2.80E-03 1.06E + 03 7.25E + 02 6.20E + 03 1.03E-04 3.52E-02 7.46E-04 
F9 4.75E + 02 2.71E + 02 5.12E-05 4.33E-06 8.02E + 01 2.16E + 01 1.54E + 02 4.83E + 01 8.57E-09 6.82E-09 
F10 5.29E + 02 4.58E + 01 8.94E + 01 2.13E + 01 1.70E + 02 4.76E + 01 1.87E + 02 4.61E + 01 1.81E þ 01 1.63E þ 01 
F11 8.22E + 01 1.78E + 00 1.20E + 01 3.35E + 00 5.13E + 01 4.41E + 00 6.41E + 01 8.31E + 00 3.68E-01 9.04E-01 
F12 1.59E + 05 5.01E + 04 1.22E + 04 1.04E + 04 3.58E + 05 1.34E + 05 2.61E + 05 9.83E + 04 1.12E þ 04 3.20E þ 03 
F13 5.38E + 01 8.82E + 00 2.01E þ 00 2.83E-01 6.03E + 00 1.54E + 00 6.14E + 02 4.47E + 02 5.42E + 00 3.04E + 01 
F14 2.42E + 01 1.58E-01 2.11E + 01 7.82E-01 2.25E + 01 4.69E-01 2.39E + 01 1.48E-01 1.03E þ 01 1.54E-01 
Rank 4.50 1.77 3.38 4.12 1.23  

Fig. 4. The results of Friedman rank test for CEC2005 benchmark functions.  

Fig. 5. The FE model of cantilever beam structure.  
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PCC
(

üset2
mea, ü

set2
rec

)

=

cov
(

üset2
mea, üset2

rec

)

σüset2
mea

σüset2
rec

(34)  

where cov represents the covariance and σ stands for the standard de
viation of acceleration response. 

By Eqs. (33–34), relative error (RE) means the deviation and Pearson 
correlation coefficient (PCC) shows the linear correlation degree. 
Table 3 provides the results of RE and PCC under 0 %, 5 % and 10 % 
noises. It is found that excellent accuracy of structural response recon
struction can be acquired. 

Besides, the unknown input force is reconstructed and compared 
with the accurate value without and with 10 % noise, as shown in Fig. 8. 
Some deviations can be observed in time domain, while the frequency 
component of the identified unknown force within the range of [1, 400] 
in frequency domain agrees well with the true value, which implies the 
unknown input excitation can be successfully identified via response 
reconstruction technique. 

4.2.2. Damage identification 
According to the iterative identification procedures in Section 3.4, 

the proposed output-only approach making use of QHEA and response 
reconstruction technique is employed to identify structural damage 
identification. Assuming there are 20 % and 15 % reductions of stiffness 
at the 8th and 12th elements, namely, α8 = 0.2,α12 = 0.15. The optimal 
regularization parameters λop under 0 %, 5 %, 10 % noise are 1.06 ×
10− 12, 0.0094, 0.0102, respectively. The population size NP and 
maximum iterations Max_Iter of the proposed QHEA are 100 and 200, 

respectively. To ensure the effectiveness, the average values of five in
dependent runs are taken as the final results. 

Fig. 9 depicts the damage identification results under 0 %, 5 %, 10 % 
measurement noise, and Table 4 lists the final mean errors and 
maximum errors. For the noise-free case, it is easily observed that the 
locations and extents of the structural damages are accurately identified. 
More specifically, the identified damage extents of the 0 % noise case at 
elements 8 and 12 are 19.94 % and 14.99 %. The identified damage 
extents of the 5 % noise case at elements 8 and 12 are 17.39 % and 15.78 
%. For the case of 10 % noise, 5.43 % maximum error is noticed at 
element 11 possibly owing to the errors of response reconstruction. 
Besides, the adverse effect of modeling errors on the accuracy of damage 
detection is investigated. Herein, 1 % uncertainty with Gaussian distri
butions is added into the stiffness parameters for all elements to consider 
the modeling errors in numerical structure [58]. Fig. 10 presents the 
identified damage extent with modeling errors. The damage extents at 
elements 8 and 12 are identified as 20.01 % and 15.00 % with noise-free, 
18.71 % and 15.13 % with 5 % noise. When contaminated with 10 % 
noise, the damage location of element 12 is detected, while 5.38 % 
identification error at element 12 and around 4 % false identification at 
element 15 are observed, which implies the negative effect of modeling 
errors and measurement noise on damage identification results. These 
results demonstrate that the proposed output-only approach is able to 
accurately detect structural damages even contaminated with 10 % 
noise. 

Fig. 6. Comparison of measured and reconstructed acceleration responses of the measurement set 2 without measurement noise: (a) response at node 4; (b) error of 
reconstructed acceleration at node 4; (c) response at node 7; (d) error of reconstructed acceleration at node 7. 
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4.3. Truss structure under multiple excitations 

A two-dimensional truss structure under multiple input excitations is 
used as the second example. Fig. 11 presents the numerical model. The 
simply-supported truss structure consists of 22 nodes, 51 elements and 
41 DOFs in total. The boundary conditions are considered as a pin 
support at node 1 and a roller support at node 22. The height and length 
of the truss structure are 2 m and 20 m. The elastic modulus and density 
of steel material are 210 GPa and 7850 kg/m3, respectively. The cross 
-sectional area 0.0016 m2 is identical for each element. Three Gaussian 
random excitations with amplitude of 200 N are applied at nodes 5, 11, 
15 in the vertical direction. There are six accelerometers installed on the 
structure, as shown in Fig. 11, to record the vertical acceleration re
sponses. These acceleration responses are divided into two measurement 
sets in order to carry out the response reconstruction technique. The 
vertical accelerations responses from nodes 7, 12, 16, 17 are named as 
the measurement set 1, and the acceleration measurements from nodes 
6, 13 are regarded as the measurement set 2. In this study, 0.5 s vibration 

responses are recorded with a sampling rate of 1000 samples/s, used for 
the subsequent investigations of response reconstruction and damage 
identification. 

4.3.1. Identification with QHEA 
Assuming there are 30 %, 20 % and 15 % reductions of stiffness at the 

15th, 33th, 42th, elements, namely, α15 = 0.3,α33 = 0.2,α42 = 0.15. In 
the proposed QHEA, population size NP and maximum iterations 
Max_Iter are 100 and 400, respectively. The tolerance of convergence 
criteria in Eq. (31) is set as 5× 10− 3. The optimal regularization pa
rameters λop for 0 %, 5 %, 10 % noise cases are calculated as 9.2 × 10− 6, 
2.6 × 10− 3, 0.018, respectively. 

The acceleration responses of set 2 are reconstructed based on the 
responses of measurement set 1 and impulse response function matrix. 
Fig. 12(a) and Fig. 12(c) provide the measured acceleration and 
reconstructed one of node 13. For the case of noise free, less than 8 ×
10− 14 error is observed in Fig. 12(b), which proves the excellent con
sistency between the reconstructed response and the simulated 
measured response. When contaminated with 5 % noise, the recon
structed response in Fig. 12(d) can still accurately approach the actual 
one with a value of less than 0.03. Three different levels of noise, i.e., 0 
%, 5 %, 10 % are considered to validate the robustness. Fig. 13 shows the 
identified damage extents using QHEA with 0 % noise, 5 % noise and 10 
% noise corresponding to Fig. 13(a), Fig. 13(b) and Fig. 13(c), respec
tively. It can be found that pleasant identification results are achieved 
with the mean errors of 0.06 %, 0.31 %, 0.88 %, as well as the maximum 
errors of 1.85 %, 2.95 %, 5.14 %, corresponding to the cases of 0 % 
noise, 5 % noise, 10 % noise. Furthermore, Fig. 14 shows the 

Fig. 7. Comparison of measured and reconstructed acceleration responses of the measurement set 2 with 5% noise: (a) response at node 4; (b) error of reconstructed 
acceleration at node 4; (c) response at node 7; (d) error of reconstructed acceleration at node 7. 

Table 3 
Percentage errors of the reconstructed responses of measurement set 2.  

Type of reconstruction 0 % noise 5 % noise 10 % noise 

RE PCC RE PCC RE PCC 

Acceleration response at node 
4 

0 1  5.43  0.9985  10.46  0.9942 

Acceleration response at node 
7 

0 1  5.46  0.9985  10.48  0.9945  
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convergence process of identified damage extents α15, α33, α42 by 
the proposed QHEA without measurement noise. Around 366 iterations 
are needed for QHEA when the termination condition is satisfied. The 
identified damage extents are α15 = 0.2967, α33 = 0.2003,α42 =

0.1475, and they can gradually converge to the predefined damage 
severities after approximate 300 iterations. 

4.3.2. Comparison with other algorithms 
In this section, for the comparison purpose, four different heuristic 

algorithms, including modified differential evolution algorithm (MDE) 

Fig. 8. Comparison of the identified force with true force: (a) time history without noise; (b) frequency spectrum without noise; (c) time history with 10% noise; (d) 
frequency spectrum with 10% noise. 

Fig. 9. Damage identification results with different levels of noise.  

Table 4 
The identified errors of beam structure without and with modeling errors (%).  

Cases Noise free 5 % noise 10 % noise 

Mean 
error 

Max 
error 

Mean 
error 

Max 
error 

Mean 
error 

Max 
error 

Without 
modeling 
error  

0.01  0.06  0.40  2.61  0.93  5.43 

With modeling 
error  

0.84  2.89  0.95  2.89  1.42  5.38  
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[59], Jaya algorithm, improved Jaya algorithm (I-Jaya) [48] and the 
proposed QHEA are used to estimate structural damages. QHEA is 
developed by integrating Jaya algorithm, differential evolution, Q- 
learning algorithm. MDE, Jaya, I-Jaya are used for further comparison 
with QHEA because these three algorithms are more or less related to the 
proposed QHEA. Therefore, the improved performance of the proposed 
QHEA could be better demonstrated by comparing these three relevant 
algorithms. The parameter settings of MDE, Jaya, I-Jaya, QHEA are 
listed in Table 5. To ensure the effectiveness, the average values of five 
independent runs are taken as the final results. Another damage case is 
assumed that there are 30 %, 15 %, 30 % and 15 % reductions of stiffness 
at the 10th, 21th, 38th, 45th elements in truss structure, that is, α10 =

0.3,α21 = 0.15,α38 = 0.3,α45 = 0.15. 
Regarding the results, the statistical results from 30 independent 

runs [60] are used. Fig. 15 depicts the evolutionary process of objective 
function based on four optimization algorithms. The calculated objec
tive function values of MDE, Jaya, I-Jaya, QHEA are 0.0201, 0.0337, 
0.0074 and 9.76E-4, respectively. Obviously, the proposed algorithm is 
able to achieve more favorable convergence speed owing to the suc
cessful combination of Jaya algorithm, DE, and Q-learning algorithm. 
Only 332 iterations are required to reach convergence tolerance, which 
demonstrates the superiority of QHEA. The final identification results of 
damage extents with MDE, Jaya, I-Jaya, QHEA are presented in Fig. 16 
and Table 6, respectively. It is noted that several false identifications 
obtained by MDE are observed at elements 18, 20, 36, 41, and four 
damaged elements cannot be accurately detected. Likewise, Jaya algo
rithm fails in identifying damage locations and extents accurately with a 
poor result of maximum error up to 14.78 %. Compared with MDE and 
Jaya, less false identifications are noticed from I-Jaya algorithm, but it 
fails to estimate the damage extents at element 38. In contrast, as 
illustrated in Fig. 16, the most satisfactory performance is achieved by 

QHEA with 1.63 % maximum error and 0.21 % mean error. 
Herein, the underlying reason of how QHEA enhances the identifi

cation results is provided. Fig. 17 presents the selection proportion for 
the four strategies in QHEA with iterations. It is observed the pro
portions fluctuate intensively, especially in the initial 80 iterations. After 
200 iterations, the selection proportions still have some fluctuations due 
to the essence of the random searching of the heuristic algorithm. The 
DE/rand/1 and DE/rand/2 have more selection proportions than DE/ 
current-to-best/1 and Jaya mutation. Different from the relatively sin
gle and monotonous search mode in MDE, Jaya and I-Jaya, the proposed 
QHEA can enable individuals adaptively and continuously select the 
most suitable search operation from four different search mode in 
strategy pool under the guidance of the Q-learning so that the balance 
between global exploration and local exploitation of QHEA is better 
realized, which indicates the necessity of introducing the Q-learning into 
evolutionary algorithm. The convergence is accelerated owing to inte
grating the advantages of Jaya, DE and Q-learning algorithm. 

As illustrated in Ref. [61], the robustness is measured by how little 
variance there is in the identified results reported by each algorithm 
among their adequate runs. Therefore, the robustness comparisons of 
the algorithms can be conducted by checking the standard deviations 
[62]. The high inconsistency between its results indicates that it is not 
robust. In Section 4.1 CEC2005 benchmark tests, the proposed QHEA is 
compared with ESAO, IGHS, MPSO, SAMSO. The statistical results from 
30 independent runs for the 30 and 50-dimensional tests are used. 
Obviously, by Table 1 and Table 2, the standard deviations calculated by 
the proposed QHEA are smaller than ESAO, IGHS, MPSO, SAMSO, which 
implies the superior robustness of QHEA. Similarly, it can be observed 
from Table 6 that smaller standard deviations are achieved by QHEA. 
Thus, the proposed QHEA is a more robust algorithm compared to MDE, 
Jaya, I-Jaya. 

Fig. 10. Identified damage extent with modeling error.  

Fig. 11. The finite element model of 51-bar truss structure.  
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5. Experimental studies 

5.1. Introduction of frame model 

Experimental tests on a five-floor steel frame model in the laboratory 
[10] are carried out to further validate the applicability of the proposed 
method. The process of experimental operation and experimental setup 
are shown in Fig. 18 and Fig. 19, respectively. The specified waveform 
signal generated by the computer is input the power amplifier. Then, the 
expected force is output by a vibration exciter (Modal Shop 2100E11) to 
excite the frame structure. External excitation is applied to the top floor. 
The horizontal acceleration responses of each floor are measured by five 
model 991C accelerometers with the Quantum X data acquisition sys
tem. The model 991C accelerometer (V09001) produced by the Institute 
of Engineering Mechanics of China Earthquake Administration has good 
impact resistance, and its main specifications are: sensitivity 
0.3 V⋅s2/m, measurement range ± 20 m/s2, frequency passband 
0.1–100 Hz, resolution 5 × 10− 6 m/s2. In terms of geometric di
mensions, the height, length, and width of the frame are 1750 mm, 300 
mm and 400 mm, respectively. In each floor, there are four identical 
columns with the cross-section of 40 mm × 4 mm. The mass density and 
initial elastic modulus of steel material are approximately 7850 kg/m3 

and 206 GPa, respectively. Fig. 20 shows the excitation system and 
measurement direction of structural responses. A force sensor (PCB- 
208C02) with a sensitivity of 49.59 mV/lbf is installed to measure the 
time history of input force. According to the theory of response recon
struction technique, acceleration responses are divided into two mea
surement sets. The first set includes acceleration measurements of the 

1st, 3rd, 5th floors, and the second set contains acceleration measure
ments of the 2nd and 4th floors. The 20 s vibration data with sampling 
frequency of 50 Hz is selected for initial model updating and damage 
identification. 

The structure in Fig. 19 can be modeled as a 5-DOFs shear-type 
lumped mass building [10]. The total masses of each floor including 
accelerometer can be estimated based on the geometric information and 
material property: M1 = 24.99 kg, M2 = 24.94 kg, M3 = 24.93 kg, M4 =

24.75 kg, M5 = 24.80 kg. The story stiffness is composed by the lateral 
stiffness of four columns. Thus, the theoretical story stiffness can be 
calculated as 

Ki = 4 ×
12EI

l3 , i = 1, 2, 3, 4, 5 (35)  

where E is the elastic modulus; I is moment of inertia, I = bh3

12 . 
It is noted that the simplified initial FE model has discrepancy with 

the physical model. Thus, the initial finite element model needs to be 
calibrated. Model updating under intact state is implemented by 
adjusting the structural stiffness parameters with QHEA. The measured 
accelerations from the 2nd, 4th floors and reconstructed ones are set as 
objective function. Population size and maximum iterations of QHEA are 
taken as 40 and 100, and search space limits are [0.8, 1.2]. It is noticed 
from Fig. 21 the stiffness parameters of five story stiffness are updated 
with iterations. The final updated stiffness parameters are θ1 = 0.978, 
θ2 = 1.036,θ3 = 1.054, θ4 = 0.937, θ5 = 1.024, and story stiffness for 
each floor is different owing to the deviations of dimension, properties of 
materials, boundary conditions, etc. By Fig. 22, the calculated responses 

Fig. 12. Measured and reconstructed responses of node 13: (a) comparison without noise; (b) error without noise; (c) comparison with 5% noise; (d) error with 
5% noise. 
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from the numerical model could agree well with the measured ones. The 
relative errors are 4.97 % and 3.95 % for the second floor and the fourth 
floor, respectively. Therefore, the updated finite element model can 
simulate the responses of experimental model after model updating. The 
updated structural parameters could be regarded as baseline for subse
quent damage detection. 

5.2. Identification results with the proposed method 

The acceleration responses of the measurement set 2 can be recon
structed using the responses of measurement set 1 and response recon
struction technique. Structural damages are identified by optimizing the 

Fig. 13. Identified damage extents using QHEA with: (a) 0% noise; (b) 5% noise; (c) 10% noise.  

Fig. 14. Convergence process of the damage elements by the proposed QHEA 
(noise free). 

Table 5 
The parameter settings of MDE, Jaya, I-Jaya, QHEA.  

Parameters MDE[59] Jaya I-Jaya[48] QHEA 

Population size NP 100 100 100 100 
Maximum iterations Max_Iter 400 400 400 400 
Tolerance Tol 5×10− 3 5×10− 3 5×10− 3 5×10− 3 

Mutation rate 0.4   0.8 
Crossover rate [0-1]   0.9 
Threshold value 0.1    
Discount factor    0.8 
Total evaluations 40000 40000 40000 40000  
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objective function defined based on the measured accelerations and 
reconstructed ones in the measurement set 2. Only QHEA is utilized as 
search tool considering its more superior performance than MDE, Jaya, 
I-Jaya. The parameter settings of QHEA are defined as the same values in 
the Table 5. According to the Eq. (35), the damage can be introduced by 
reducing the width of column. Two damage cases are studied. In case 1, 

10 % equivalent stiffness reduction is introduced in the fifth floor by 
replacing original four columns to thinner ones. In case 2, 20 % equiv
alent stiffness reduction is introduced in the fourth floor in the same 
way. Herein, mass alteration could be neglected because there are only 
less than 2 % slight reductions of mass in these two damage cases. 

In each damage case, four tests are implemented and their mean 
values are considered as the identified damage results. Fig. 23(a) and 

Fig. 15. The evolutionary process of objective function based on 
four algorithms. 

Fig. 16. Identification results with MDE, Jaya, I-Jaya, QHEA.  

Table 6 
Identified damage extents of truss structure with four different algorithms.  

Damage 
location 

True 
value 

MDE Jaya I-Jaya QHEA 

Mean Std. Mean Std. Mean Std. Mean Std. 

α10  0.30  0.3905  0.066  0.2362  0.035  0.2724  0.010  0.2999 1.05E-04 
α21  0.15  0.1090  0.052  0.079  0.024  0.1378  0.012  0.1514 8.16 E-04 
α38  0.30  0.3482  0.048  0.3495  0.008  0.3703  0.028  0.30 4.02E-05 
α45  0.15  0.0940  0.030  0.084  0.041  0.1310  0.019  0.1493 2.17E-04  

Fig. 17. Search proportion for the four strategies in the proposed QHEA.  
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Fig. 23(b) present the identification results for damage case 1 and case 2, 
respectively. Obviously, damage locations and extents are successfully 
detected. More specifically, in damage case 1, damage extent at the 5th 
floor is identified as 12.19 %, which is sufficient accuracy with the 
actual value. In damage case 2, damage extent at the 4th floor is iden
tified as 21.68 %. Some false identifications are noticed with maximum 
values 2.88 % at element 1 for case 1 and 2.89 % at element 3 for case 2. 
These minor errors may be caused by measurement noise and environ
mental conditions. The average results obtained by multiple tests 

demonstrate that the proposed identification approach is able to accu
rately and effectively detect, localize, and quantify structural damages 
with output-only experimental data. 

6. Conclusions 

In the present paper, a novel output-only detection identification 
approach based on QHEA and response reconstruction technique is 
proposed. The unknown input excitation and structural dynamic 

Fig. 18. The process of experimental operation.  

Fig. 19. Five-story steel frame structure in the laboratory.  
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responses can be reconstructed using unit impulse response function and 
Duhamel’s integral in time domain. The difference between the 
measured accelerations belonging to measurement set 2 and recon
structed ones is defined as objective function. To deal with the 
optimization-based structural damage identification problem, a new 
framework QHEA integrating Jaya algorithm, DE and Q-learning algo
rithm is developed. The CEC2005 benchmark functions are optimized by 
the proposed QHEA and its superiority is validated by comparing with 
ESAO, IGHS, MPSO, SAMSO. Numerical studies on a cantilever beam 
structure under single excitation and a simply-supported truss structure 
under multiple input forces are implemented to validate the effective
ness and superiority of the proposed method. Furthermore, laboratory 
tests on a five-floor steel frame structure are conducted. Some conclu
sions can be summarized from numerical and experimental studies as 
follows:  

(1) Compared with MDE, Jaya, I-Jaya, the proposed QHEA can 
achieve more favorable results with 1.63 % maximum error and 
0.21 % mean error. owing to the adaptive selection of the best 
search strategy from the strategy pool in each iteration under the 
guidance of Q-learning, which indicates the balance between 
exploration and exploitation of QHEA is well realized.  

(2) The unknown input force and output acceleration responses can 
be accurately reconstructed with response reconstruction and 
Tikhonov regularization technique with limited noise-polluted 
measurement data. For example, the relative error and Pearson 
correlation coefficient are 10.46 % and 0.9942, respectively, for 

the reconstructed acceleration response at node 4, which is sig
nificant to accurately acquire the dynamic responses of civil 
structures at locations where no sensors installed.  

(3) Taking both the measurement noise and modeling errors into 
consideration, the presented damage identification method can 
still provide successful damage detection results, showing its 
robustness in structural damage identification. Only 5.38 % 

Fig. 20. The excitation system and measurement direction of structural responses.  

Fig. 21. The updated stiffness parameters with iterations.  

Fig. 22. Measured and calculated acceleration responses after updating: (a) 
second floor (0–20 s); (b) fourth floor (0–20 s); (c) second floor (8–12 s); (b) 
fourth floor (8–12 s). 
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maximum identification error and 1.42 % mean error are ob
tained considering modeling error and 10 % measurement noise.  

(4) In all studies considered, the presented output-only approach 
based on QHEA and response reconstruction technique is able to 
accurately detect damage locations and extents without the 
measurement of input force. 

However, the present work has some limitations. The time histories 
of the unknown input forces are not required but the locations of these 
external excitations should be assumed known. In fact, the force location 
is difficult to be determined for structure under ambient excitation or 
traffic loads, which limits the practical application to some extent. Be
sides, the proposed method requires the number of sensors in the mea
surement set 1 exceeds the number of unknown external excitations on 
the structure, which is difficult to meet under some conditions. Finally, 
only single type of structural response is utilized in the present paper. 
From the practical point of view, a large civil structure is usually 
equipped with a multi-sensor monitoring system. Thus, various types of 
structural responses, such as acceleration, strain, displacement, are 
available for damage identification. The authors are conducting the 
investigation of structural damage identification with output-only het
erogeneous data fusion. 
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