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Abstract
The identification of structural damage with the unavailability of input excitations is highly
desired but challenging since structural dynamic responses are affected by the coupling effect of
structural parameters and external excitations. To deal with this issue, in this paper, an
output-only damage identification strategy based on swarm intelligence algorithms and
correlation functions of strain responses is proposed to identify structures subjected to single or
multiple unknown white noise excitations. In the proposed strategy, four different
population-based optimization algorithms—particle swarm optimization, the butterfly
optimization algorithm, the tree seed algorithm, and a micro search Jaya (MS-Jaya)—are
employed and compared. The micro search mechanism is integrated into a basic Jaya algorithm
to improve its computational efficiency and accuracy by eliminating some damage variables
with small values for the identified best solution after several iterations. The objective function
is established based on the proposed auto/cross-correlation function of strain responses and a
penalty function. The effectiveness of the proposed method is verified with numerical studies on
a simply supported beam structure and a steel grid benchmark structure under ambient
excitation. In addition, the effect of the reference point, number of sensors, and arrangement of
strain gauges on the performance of the proposed method are discussed in detail. The
investigated results demonstrate that the proposed approach can accurately detect, locate, and
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quantify structural damage with limited sensors and 20% noise-polluted strain responses. In
particular, the proposed MS-Jaya algorithm presents a more superior capacity in solving the
optimization-based damage identification problem than the other three algorithms.

Keywords: damage identification, swarm intelligence algorithms, Jaya algorithm,
strain responses, correlation function, micro search mechanism

1. Introduction

During a long-term service period, civil engineering structures
may accumulate damage or even collapse since they are inevit-
ably subjected to various loads, such as earthquakes, typhoons,
floods, and the coupling effect of environmental erosion,
degradation of material, and fatigue, resulting in catastrophic
accidents, which necessitates continuous health monitoring,
early damage identification, and timely arrangement of main-
tenance for existing and aging civil infrastructures [1]. Over
the past three decades, considerable identification methods
have been proposed and employed to detect the existence, loc-
ation, and severity of structural damage. Some traditional local
evaluationmethods, such as Computed Tomography scanning,
electromagnetic wave, and acoustic emission techniques, are
time-consuming and inaccessible to the damaged area under
certain circumstances, especially for large-scale and complex
structures [2]. On the contrary, global vibration-based identi-
fication methods have received wide attention, achieving fruit-
ful research results owing to the merits of easy operation, rapid
identification, and non-destructive features. The basic idea of
these methods is that structural dynamic responses (displace-
ment, velocity, acceleration, strain) and modal parameters can
be used to inversely identify the occurrence of early damage
in a structural system [3].

Vibration-based damage identification methods can be
roughly divided into frequency domain methods and time
domain methods. Frequency domain methods seek to identify
structural damage based on the variation ofmodel information,
such as natural frequencies [4], mode shapes [5], modal strain
energy [6], mode shapes curvature [7], flexibility matrices [8],
and a combination of damage indicators [9]. Nevertheless,
these methods may be unreliable in the identification of dam-
age presence, location, and severity, according to previous
studies. Farrar and Doebling [10] reported that the variations
of frequencies caused by structural damage were possibly less
than by environmental temperature. Perry and Koh [11] found
that high mode shapes were sensitive to minor damage and
tend to be quite difficult to accurately obtain due to the adverse
effect of measurement noise.

In consideration of the limitations of frequency domain
methods, time domain methods directly using raw data recor-
ded from sensors have been widely developed and util-
ized, such as least-square estimation [12], wavelet packet
transform [13], particle filters [14], and response sensitivity-
based methods [15]. However, most of these traditional iden-
tification methods heavily depend on good estimation of
unknown parameters and appropriate gradient information of

the objective function. In addition, the absence of external
excitation measurements would pose huge challenges in
detecting structural damage because substantial effort is
needed to reconstruct or identify unknown excitations [16].
For example, Zhu et al [17] simultaneously identified the
input force and structural damage using a response recon-
struction technique. Jayalakshmi and Rao [18] developed a
novel approach for simultaneous identification of structural
parameters and input forces by an improved firefly algorithm
and Tikhonov regularization method. Xu et al [19] intro-
duced a weighted adaptive iterative least-squares estima-
tion method and successfully identified structural paramet-
ers and unknown excitations. However, considerable com-
putational resources are necessarily consumed since dam-
age identification and force identification are usually iterat-
ively implemented. Furthermore, artificial input forces are
generally required, and it may be difficult to designedly
excite large-scale engineering structures such as super high-
rise buildings, large-span space structures, and offshore plat-
forms. Compared with artificial excitation, identifying struc-
tural damage using dynamic responses under ambient excita-
tion (wind load, traffic load, wave load, etc) is more consistent
with the actual service condition. Some correlation function-
based damage identification methods have been developed
owing to the merits of high sensitivity to structural damage but
high noise immunity and unnecessary force measurement, etc
[20–22]. Yang et al [23] constructed a cross-correlation func-
tion amplitude vector-based damage identification approach
under steady random excitation. Li and Law [24] applied the
covariance of the auto/cross-correlation matrix of accelera-
tions to identify the multiple damages of a simply suppor-
ted truss structure. Ni et al [25] presented a correlation func-
tion of an acceleration responses-based method under multiple
unknown white noise excitations. On this basis, Zhang et al
[26] introduced an adjacent acceleration correlation function
and proved it to be more robust than reference point-defined
methods.

Compared with accelerometers, strain gauges are cheaper
and easier to install at the surface of structural elements or
embed inside concrete bridge decks, dams, etc, to record
strain response at inaccessible locations. Furthermore, it has
been found that strain responses are highly sensitive to struc-
tural local damage [27, 28]. In other words, minor dam-
age to structural members, holes, cracks, and reduction of a
cross section can be directly reflected in the measured strain
responses. Therefore, extensive attention has been drawn
to the use of strain responses for damage identification.
For instance, an environmental excitation incomplete strain
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mode method was presented to identify the damage of space
truss structures under environmental excitation based on
strain data [29]. The changes of relative strain responses
were used to evaluate the damage severity of fractured
beams [30]. Nowadays, more strain-based damage indexes,
such as strain mode shapes [31], strain frequency response
function [32], strain standard deviation [33], and the cor-
relation function amplitude vector of dynamic strain [34]
have been proposed, and they provide pleasing identification
results.

However, challenges still exist. Most existing strain-based
methods require information on measured responses and input
forces, a considerable number of sensors, and they tend
to be sensitive to measurement noise, which significantly
limits their practical application in real structures. How to
identify damage to a structure accurately and efficiently under
unknown ambient excitation with limited sensors and noise-
polluted strain responses needs to be further investigated. To
address this issue, a correlation function of strain responses
for damage identification under single or multiple unknown
white noise excitations is proposed in the present study. The
proposed correlation function of strain response is a function
of structural parameters. Thus, the local damage of a structural
component would result in a change of the correlation func-
tion such that the damage location and extent can be inversely
identified.

Mathematically, structural damage identification can be
formulated as a linearly constrained multidimensional non-
linear optimization problem. To deal with this problem, a
proper objective function is established by minimizing the dis-
crepancy between the measured correlation function of the
strain response from the damaged physical structure and the
estimated one from the numerical model, and optimization
algorithms can be applied to obtain the optimal variables by
iteratively optimizing the objective function. With the devel-
opment of soft computing techniques, support vectormachines
[35], genetic algorithms [36], evolutionary algorithms [37],
k-nearest neighbors [38], etc, have been widely employed
in various real-world engineering problems. In particular,
swarm intelligence algorithms inspired by the collective beha-
vior of social creatures, such as particle swarm optimization
(PSO) [39], differential evolution (DE) [40], the simplified
dolphin echolocation algorithm [41], the butterfly optimiza-
tion algorithm (BOA) [42], the cuckoo optimization algorithm
[43], and the tree seeds algorithm (TSA) [44] are increasingly
being developed and applied in structural damage identific-
ation owing to their inherent advantages of powerful search
capacity, loose requirement on initial value, and ease of
implementation of parallel computing [45]. Zhou et al [46]
described a hybrid butterfly optimization and DE algorithm
and proved that it can achieve better performance than single
algorithms. Khatir et al [47] utilized a teaching–learning-
based optimization algorithm, and Huang et al [48] used an
improved whale optimization algorithm to determine the loca-
tions and extent of structural damage. Althoughmany success-
ful applications in structural identification have been achieved,

these heuristic algorithms may still suffer from the drawback
of unsatisfactory computational efficiency, especially for com-
plex optimization problems.

A novel population-based stochastic algorithm was
proposed for solving global optimization problems, named
the Jaya algorithm. Different from some popular algorithms,
such as PSO, DE, the BOA, etc, the Jaya algorithm has no
requirement on algorithm-specific parameters [49, 50]. Since
no trial-and-error procedures are required, substantial com-
putational resources can be saved. The Jaya algorithm has
been successfully applied to identify structural damage [51,
52], while extensive objective function evaluations are still
needed after approaching the neighborhood of the exact
value [26]. Although some measures have been taken to
improve the computational efficiency and global search abil-
ity of the Jaya algorithm, it is still difficult to balance the
computational resources between global and local searches.
Herein, a micro search (MS) mechanism is integrated into the
Jaya algorithm (MS-Jaya) by eliminating some low damage
variables of the identified best solution after several itera-
tions. In this way, the dimensions of the search space are
gradually reduced, and the exact locations and extent of
damaged elements can be more accurately and efficiently
identified [53].

This paper proposes an output-only structural damage iden-
tification strategy based on swarm intelligence algorithms and
the correlation functions of strain responses. Four different
swarm intelligence algorithms, PSO, the BOA, the TSA, and
MS-Jaya, are investigated for a comparison study. The cor-
relation functions of strain responses are theoretically derived
when the structure is subjected to single or multiple unknown
white noise excitations. The effectiveness of the proposed
output-only identification method is demonstrated by numer-
ical studies on a simply supported beam structure and a steel
grid benchmark structure. Furthermore, appropriate selec-
tion of reference points and the number of sensors are also
discussed.

2. Strain cross-correlation function for damage
identification

The second-order differential equation of motion for a multi-
degrees-of-freedom system can be expressed as

Mü(t)+Cu̇(t)+Ku(t) = Lf(t) , (1)

where M, C, and K stand for the mass, damping, and stiff-
ness matrices of the structural model; u(t), u̇(t), and ü(t) rep-
resent the vectors of displacement, velocity, and acceleration,
respectively; f (t) denotes the time-dependent external force
applied at the structure; L is a mapping vector with the value of
1 at the excitation location and 0 at others. Rayleigh damping
is adopted and a 5%modal damping ratio ξ r is associated with
the first two vibrational modes (r = 1, 2).

To simulate the damage to elements in the structure, herein,
a popular model is used by reducing the elemental stiffness.
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A series of scalar variables α= (α1,α2, . . . ,αi, . . .αne) taken
from the range of [0, 1] are introduced as follows:

Kd =
ne∑
i=1

(1−αi)K
e
i ,0⩽ αi ⩽ 1, (2)

where Kd denotes the global stiffness matrix of the damaged
structure; Ke

i means the ith elemental stiffness; ne represents
the number of elements; and αi is the damage index corres-
ponding to the ith elemental stiffness. αi = 0 means the ith ele-
ment is intact while αi = 1 indicates this element is completely
damaged.

According to the displacement–strain relation, strain
responses at location pwith local coordinates (x, y) in a typical
Euler beam element e can be calculated by [54]

εp =
u∗j − u∗i

l
+

(
6y
l2

− 12xy
l3

)
v∗i +

(
4y
l
− 6xy

l2

)
θ∗i

+

(
−6y
l2

+
12xy
l3

)
v∗j +

(
2y
l
− 6xy

l2

)
θ∗j , (3)

where
[
u∗i ,v

∗
i ,θ

∗
i ,u

∗
j ,v

∗
j ,θ

∗
j

]T
stands for the two nodal dis-

placement vectors of element e; l is the length of elements;
and y= ht/2, ht is the height of the element.

2.1. Single white noise excitation

If the system has zero initial conditions, the strain response of
location p under external excitation f (t) can be expressed as

εp (t) =
ˆ t

−∞
hεp (t− τ) f(t)dτ , (4)

where hεp stands for the strain unit impulse response function
of location p; εp (t) means the strain response at time t.

The strain unit impulse response function hεp (t) of location
p with coordinates (x, y) can be computed with the displace-
ment unit impulse response function according to the relation-
ship of equation (3), as follows:

hεp (t) =
he4 (t)− he1 (t)

l
+

(
6y
l2

− 12xy
l3

)
he2 (t)+

(
4y
l
− 6xy

l2

)
× he3 (t)+

(
−6y
l2

+
12xy
l3

)
he5 (t)+

(
2y
l
− 6xy

l2

)
he6 (t) ,

(5)

where he1 (t) ,he2 (t) ,he3 (t) ,he4 (t) ,he5 (t) ,he6 (t) represent
the displacement unit impulse response functions for the
degrees-of-freedom e1, e2, e3, e4, e5, and e6, respectively.

Assuming that the initial system is in static equilibrium, the
displacement unit impulse response functions can be obtained
by the following Newmark method [25]:{

Mḧ(t)+Cḣ(t)+Kh(t) = 0

h(0) = 0, ḣ(0) =M−1L
, (6)

where h(t), ḣ(t), and ḧ(t) stand for the unit impulse
displacement, velocity, and acceleration vectors, respectively.

The cross-correlation function of strain responses at the pth
and qth measurements of the system under single excitation
can be formulated as

Rε
pq (τ) = E [εp (t)εq (t+ τ)] = E

{ˆ t

−∞
hεp (t−σ1) f(σ1)dσ1

×
ˆ t+τ

−∞
hεq (t+ τ −σ2) f(σ2)dσ2

}
, (7)

where σ1 and σ2 denote the small time interval.
The correlation function f(σ1) and f(σ2) can be calcu-

lated by the following equation when the ambient excitation
is assumed to be the white noise excitation [25]:

E(f(σ1) f(σ2)) = Sδ (σ1 −σ2) , (8)

where S stands for a constant, which defines the magnitude of
excitation f(t)when σ1 = σ2; δmeans the Dirac delta function.

Substituting equation (8) into equation (7) with´∞
0 δ (τ)dτ = 1, according to the property of the Dirac delta
function, the cross-correlation function of strain responses is
simplified as [25]

Rε
pq (τ) = S

ˆ +∞

0
hεp (t)h

ε
q (t+ τ)dt= Hε (θ)S, (9)

where Hε (θ) =
´ +∞
0 hεp (t)h

ε
q (t+ τ)dt. From equation (9),

the cross-correlation function of strain responses Rε
pq (τ) only

depends on structural parameters θ to be identified and a con-
stant S related to the input force.

The constant coefficient S can be estimated by [25]

Sest =
(
HεT

estH
ε
est

)−1
HεT

estR
ε
mea, (10)

where Hε
est denotes the estimated convolution of the strain

unit impulse response functions; Rε
mea is the measured cross-

correlation function of strain responses.
If the strain response at the γth measurement is selected as

the reference point, the auto/cross-correlation function Rε is
written as

Rε =
[
Rε
γ,1,R

ε
γ,2, . . . ,R

ε
γ,γ , . . . ,R

ε
γ,n

]T
, (11)

where γ is the reference point; n means the number of strain
responses.

2.2. Multiple white noise excitations

Structures may be subjected to external excitation at multiple
points, so a more complex but practical case of multiple white
noise excitations is considered. The response of a linear struc-
tural system under multi-point external excitations is equal to
the superposition of those under single excitation. The strain
response at location p can be expressed as
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εp (t) = εp,1 (t)+ εp,2 (t)+ . . .+ εp,nf (t) =
nf∑

µ=1

εp,µ (t), (12)

where εp,µ (t) stands for the strain response at location p under
the µth single excitation; nf denotes the number of forces.

The cross-correlation function of strain responses at the pth
and qthmeasurements of the system undermultiple excitations
can be formulated as [25]

Rεp, εq (τ) = R(εp,1+εp,2+···+εp,nf),(εq,1+εq,2+···+εq,nf) (τ)

=

nf∑
µ=1

nf∑
ς=1

Rεp,µ, εq,ς (τ), (13)

where µ and ς represent the locations of external excitation.

Rεp,µ, εq,ς (τ) =

ˆ t

−∞

ˆ t+τ

−∞
hεp,µ (t−σ1)h

ε
q,ς (t+ τ −σ2)

×E(fµ (σ1) fς (σ2))dσ1dσ2, (14)

where E(fµ (σ1) fς (σ2)) = 0 for µ ̸= ς; E(fµ (σ1) fς (σ2)) =
Sµδ (µ1 −µ2) for µ= ς . Thus, equation (13) can be simplified
as [25]

Rεp, εq (τ) =
nf∑

µ=1

Rεp,µ, εq,µ (τ)

=
nf∑

µ=1

(
Sµ

ˆ +∞

0
hεp,µ (t)h

ε
q,µ (t+ τ)dt

)
, (15)

where Sµ represents a constant associated with the µth
excitation,

Hε
µ (θ)=

ˆ +∞

0
hεp,µ (t)h

ε
q,µ (t+ τ)dt, (16)

where Hε
µ (θ) is the convolution of strain unit impulse response

functions for hεp and h
ε
q under the µth single excitation,

Rεp,εq (τ) =
[
Hε

1,H
ε
2,H

ε
µ . . . , . . . ,H

ε
nf

]
× [S1,S2, . . . ,Sµ . . .Snf]

T
= Hε (θ)S. (17)

Equation (17) shows that the cross-correlation function of
strain responses can be expressed as two parts: the first part,
Hε (θ), is the function of unknown structural parameters θ,
and the second part, S, is a constant vector associated with the
energy of the external excitations.

3. Identification methods

3.1. PSO algorithm

PSO is a typical representative of a swarm intelligence
optimization algorithm, originally proposed by Eberhart and
Kennedy in 1995 [55]. PSO is inspired by the foraging beha-
viors of birds to find the optimal solution through collabora-
tion and information sharing among individuals in the group.

In PSO, the current location and flight process of a particle
can be considered as a potential candidate for the correspond-
ing optimization problem and the searching process for a solu-
tion, respectively. In the process of foraging, each particle has
two attributes: velocity and position, where velocity repres-
ents the speed of movement and position means the direction
of movement. The velocity and position of the ith particle in
the G-iteration can be dynamically adjusted according to the
best solution of individual particles PGbest and the best-so-far
solution of the entire population gGbest, as follows:

VG+1
i = ωVGi + c1r1

(
PGbest −XGi

)
+ c2r2

(
gGbest −XGi

)
(18)

XG+1
i = XGi +VG+1

i , (19)

where Vi and Xi represent the current velocity and position of
the ith particle, respectively; ω stands for the inertia weight,
and it linearly decreases from 0.9 to 0.4; r1 and r2 are two
random numbers in the range of [0, 1]; c1 and c2 mean the
cognitive and social scaling parameters, respectively.

Finally, repeat the iteration until the convergence tolerance
or the maximum number of iterations is satisfied.

3.2. BOA

The BOA is a nature-inspired swarm intelligence algorithm
proposed by Arora and Singh in 2019 [56]. It mimics the for-
aging and mating behaviors of biological butterflies in nature
using sense of smell to determine the location of food or
mating objects. Nowadays, the BOA has been widely used
to deal with various real-world optimization problems owing
to its novel concept, simple structure, and easy operation. In
the BOA, it is assumed that butterflies can generate different
intensities of fragrance, which is associated with their object-
ive value, as follows:

φ i = cIa, (20)

where φ i represents the magnitude of the fragrance perceived
by the ith butterfly; c means the sensory modality taken from
the range of [0, 1]; I denotes the stimulus intensity, correlated
with the objective function value; and a stands for the power
exponent within the range of [0, 1].

There are two different search phases in the iteration pro-
cess of the BOA. When a butterfly is attracted by the best
butterfly who emits the most fragrance among the popula-
tion, it will move toward the best butterfly, called the local
search phase. A butterfly will perform a random walk if it
cannot sense the fragrance emitted by any other butterfly in
the population, called the global search phase. The equations
of the global exploration phase and local exploitation phase
are mathematically formulated as equations (21) and (22),
respectively:

Xi
G+1 = XGi +

(
r2 ×XGj −XGk

)
×φ i (21)

XG+1
i = XGi +

(
r2 ×XGbest −XGi

)
×φ i, (22)
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Figure 1. Flowchart of the BOA.

where XGi and XG+1
i stand for the ith butterfly in the G and

(G + 1) iteration; r means a random number of the inter-
val of [0, 1]; XGj and XGk are two different butterflies ran-
domly selected from the population; and XGbest represents the
best-so-far solution in the current iteration.

Another parameter, the switch probability, sp, is introduced
to determine whether a global or local search will be conduc-
ted. A flowchart of the BOA is shown in figure 1.

3.3. TSA

The TSA is a novel heuristic algorithm proposed by Kiran in
2015 to solve continuous optimization problems [57], inspired
by the relationships between trees and their seeds in nature. In
the TSA, the location of trees and seeds can be considered a
feasible solution to the optimization problem, and the surface
of these trees is viewed as a search space for the optimization
issue. The algorithm utilizes two different search equations to
generate new seeds, as follows:

Seedi,j = Ti,j+βi,j× (Bj−Tk,j) (23)

Seedi,j = Ti,j+βi,j× (Ti,j−Tk,j) , (24)

where Seedi,j is the jth dimension of the ith seed produced
by ith tree; Ti,j is the jth dimension of the ith tree; Bj is the
jth dimension of the best-so-far tree position; Tk,j is the jth
dimension of the kth tree randomly selected from the current
population; and βi,j is the scaling factor randomly generated
within the range of [−1, 1].

Figure 2. Flowchart of the TSA.

In order to balance the trade-off between the local and
global search, switch tendency, st, is introduced in the TSA.
If a randomly produced number within the range of [0,
1] is lower than st, equation (23) is used to update the
dimension of the seed, otherwise equation (24) is imple-
mented. After seeds are generated for a tree, the best one
is selected and compared with the tree. If the seed is bet-
ter than the current tree, the seed would substitute for
this tree. A more detailed introduction of the TSA can
be found in [57]. A flowchart ofthe TSA is presented in
figure 2.

3.4. MS-Jaya algorithm

The Jaya algorithm is a novel global search population-based
algorithm proposed by Rao for solving diverse constrained
and unconstrained optimization problems. The basic concept
ofthe Jaya algorithm is that the offspring of a population
would move toward the optimal solution and meanwhile move
away from the inferior solution. After initializing the popula-
tion in predefined search space limits X1,X2, . . . ,Xnp, object-
ive functions for each candidate solution are evaluated and
ranked. Then, the best solution Xbest and the worst Xworse are
determined. The updating equation of offspring is performed
as follows:

6
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Figure 3. Flowchart of the Jaya algorithm.

UG
i,j = XG

i,j+ rand1 ×
(
XG
best,j−

∣∣∣XG
i,j

∣∣∣)− rand2 ×
(
XG
worse,j−

∣∣∣XG
i,j

∣∣∣) ,
(25)

where XGi,j represents the jth variable of the ith candidate solu-
tion at the Gth iteration; UG

i,j is the updated value of X
G
i,j; Xbest,j

and Xworse,j stand for the jth variable of the best candidate and
worst candidate, respectively; and rand1 and rand2 mean a ran-
dom number within the range of [0, 1].

On the right-hand side of equation (25), the second term
indicates the tendency of candidates to move toward the best
solution while the third term represents the tendency to avoid
the worst solution. Subsequently, greedy selection is imple-
mented to ensure that the solution with a better objective value
survives to the next iteration:

Xi,G+1 =

{
Ui,G if f(Ui,G)< f(Xi,G)

Xi,G otherwise
, (26)

where f(Ui,G) and f(Xi,G) stand for the objective values of the
new solution Ui,G and the previous solution Xi,G, respectively.

The final identified optimal solution will be output when
the termination criterion is satisfied. A flowchart of the Jaya
algorithm is presented in figure 3. It is found that, different
from PSO,the BOA, and the TSA, the Jaya algorithm does not
need any algorithm-specific parameters.

Although the Jaya algorithm has been successfully
employed to solve optimization-based structural damage
identification problems, it may still suffer from the draw-
backs of unfavorable accuracy, slow speed, or premature
convergence to local optima, especially for large-scale and

Figure 4. Flowchart of the MS-Jaya algorithm.

complex structural systems. To deal with this issue, in this
study, an MS mechanism is integrated into the Jaya algorithm
to try to reduce the dimensions of unknown parameters to
be identified during the search process. The proposed MS-
Jaya algorithm is capable of improving damage identification
accuracy and computational efficiency by eliminating some
damage variables with small values for the best solution after
several iterations because of reducing the time spent on explor-
ing far outside the neighborhood where the optimal solution
lies.

It should be noted that the number of damaged elements
is generally much less than the number of healthy elements.
The identified best individual tends to approximate the actual
damage situation after a certain number of iterations of the
Jaya algorithm. In this case, the identified variables of the best
solution with damage extent lower than the maximum damage
limit δmax can be set as zero and considered as intact elements,
which is able to obviously reduce the dimension of the search
space:

αi = 0, if αi < δmax. (27)

Figure 4 presents a detailed flowchart of the proposed MS-
Jaya algorithm. In this algorithm,N1 andN2 stand for the num-
ber of iterations to implement theMSmechanism and themax-
imum iteration number, respectively.

7
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Figure 5. The workflow of the proposed output-only damage identification approach.

3.5. Identification procedures

An output-only damage identification method based on strain
correlation function with swarm intelligence algorithms, i.e.
PSO, the BOA, the TSA, and MS-Jaya, is presented. The
workflow of the proposed identification method is revealed in
figure 5.

The implementation procedures are introduced as follows:
Step 1: measure the dynamic strain responses of the dam-

aged structure with preinstalled sensors under single or mul-
tiple ambient excitations and then calculate the measured cor-
relation function Rε

mea with recorded strain responses and
selected reference points.

Step 2: define algorithm parameters and randomly generate
initial values of damage variables to be identified within the
upper and lower search space limits for PSO, the BOA, the
TSA, and MS-Jaya.

Step 3: for each individual θi in the population, cal-
culate Hε

est

(
θi
)

and the constant vector Sest with the

equations of Hε
est (θ) =

´ +∞
0 hεp (t)h

ε
q (t+ τ)dt and Sest =(

Hε
est
THε

est

)−1
HεT

estR
ε
mea under single or multiple white noise

excitations, and then compute the estimated correlation func-
tion Rε

est

(
θi
)
= Hε

est (θ)Sest.
Step 4: evaluate the objective function f obj for each can-

didate by minimizing the difference between the measured
and estimated cross-correlation function of strain response, as
follows:

fobj =
1

c+λ(θi)
(

∥Rε
mea−Rε

est(θ
i)∥2

∥Rε
mea∥2

) , (28)

where λ
(
θi
)
is a penalty function, related to the ratio of the

number of damaged elements nd in the individual θi to the total

number of elements ne, expressed as λ
(
θi
)
= (1+

nd(θi)
ne ),

which is beneficial to alleviate false alarm detection; c is
a small constant, set as 0.001, so the maximum objective
function value is 1000 when Rε

mea is equal to R
ε
est.

Step 5: generate the next candidate using four different
swarm intelligence algorithms.

Step 6: repeat steps 3–5 until the predefined maximum iter-
ation number Max_Iter is reached or the following conver-
gence criterion is fulfilled:

error=

N∑
i=1

|Kiter
i −Kiter - 1

i |
Kiter
i

N
⩽ Tol, (29)

where N means the dimension of the parameters to identify;
Kiter−1
i and Kiter

i stand for the identified ith candidate solu-
tion after (iter-1) and iter iterations, respectively, and
Tol represents the convergence tolerance, Tol = 10−5.
Finally, output the identified structural damage location and
extent.

4. Numerical studies

To verify the effectiveness of the proposed damage identific-
ation approach based on swarm intelligence algorithms and
the correlation function of strain responses, a simply suppor-
ted beam structure is employed as a numerical example in this
section. Appropriate parameter settings of four algorithms,
i.e. PSO, the BOA, the TSA, and MS-Jaya, are listed in
table 1. Algorithm-specific parameters of PSO, the BOA,
and the TSA are recommended by [56, 58] and [44],
respectively. The average values from 20 independent runs
are compared for these four swarm intelligence algorithms
to ensure the reliability and fairness of the identified
results.

As presented in figure 6, a 16-element simply supported
beam structure is utilized. The length, width, and section thick-
ness are 1600mm, 50mm, and 3mm, respectively. The simply
supported beam is modeled with 17 nodes and 16 identical
beam elements, and the length of each element is 100 mm.
Each intermediate node has two degrees of freedom, namely,

8
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Table 1. Parameters of PSO, the BOA, the TSA, and MS-Jaya for the simply supported beam.

Parameters PSO BOA TSA MS-Jaya

Population size np 100 100 100 100
Generations Gm 400 400 400 60
Inertia weight w Linearly decreases

from 0.9 to 0.4
Cognitive parameter c1 2
Social parameter c2 2
Sensor modality c 0.01
Power exponent a 0.1
Switch probability sp 0.8
Search tendency st 0.4
N1 of micro search 20
Damage limit δmax 0.02
Total evaluations 40 000 40 000 40 000 6000

Figure 6. Numerical model of the 16-element simply supported beam structure.

a vertical translation and a rotation. For the boundary nodes,
node 1 is modeled as a pin support and node 17 is modeled as
a roller support. The mass density and initial elasticity mod-
ulus for the intact steel beam structure are 7860 kg m−3 and
2.1 × 1011 N m−2, respectively. As shown in figure 6, four
strain gauges are installed at the midpoint of elements 4, 8, 10,
and 14 along the upper surface of the beam to obtain the longit-
udinal strain responses with the sampling frequency of 500 Hz
and sampling duration of 1800 s. Two different damage cases,
i.e. case 1 and case 2, are studied in order to consider single
and multiple ambient excitations, respectively. As listed in
table 2, in case 1, we assume there is a 20% and 15% reduction
in Young’s modulus at the sixth and 13th elements, namely,
α6 = 0.2 andα13 = 0.15. In damage case 2, we assume there is
a 20%, 10%, and 20% reduction of stiffness in the fifth, ninth,
and 13th elements, namely, α5 = 0.2,α9 = 0.10,α13 = 0.20.
The reason for setting different reductions of stiffness for dam-
age case 1 and damage case 2 is to validate the effectiveness
of the proposed approach by considering more damage cases.

Table 2. Damage cases under single and multiple excitations.

Damage case 1 Damage case 2

Element no. Damage extent Element no. Damage extent

6 20% 5 20%
13 15% 9 10%

13 20%

4.1. Single excitation case

White noise is employed to simulate the ambient excitation
applied at node 12 of the simply supported beam structure. In
order to investigate the effect of noise on the performance of
the proposed identification method, the clean strain response
εclean (t) is deliberately contaminated by Gaussian white noise
to simulate a noise-polluted response, as follows:

εmea = εclean +Noise×Nl× std(εclean) , (30)

9
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Figure 7. The strain response curves for damage case 1 (first 10 s).

where εmea means the noise-contaminated response; Noise
represents a Gaussian distribution noise vector with zero mean
and unit standard deviation; std(εclean) stands for the standard
deviation of the clean strain measurement; Nl denotes the per-
centage noise level. Three noise levels, 0%, 10%, and 20%, are
considered in this numerical study. The strain response curves
from four strain gauges for damage case 1 are presented in
figure 7.

There are 16 unknown parametersα= (α1,α2, . . . ,αi, . . .α16)
to be identifiedwith four strain responses. If the strain response
at element 10 is selected as the reference point, the auto/cross-
correlations function is R= [R10,4,R10,8,R10,10,R10,14]

T. The
final damage extent and identification errors of the simply
supported beam structure using the proposed four methods
under 0%, 10%, and 20% noise are presented in figure 8 and
table 3, respectively.

It is easily observed from figure 8 that the proposed four
methods are able to successfully identify structural damage,
especially for the MS-Jaya algorithm, providing the best per-
formance with the least mean errors of only 0.41% for the
noise-free case. In table 3, the damage variables of the simply
supported beam are accurately identified by PSO, the BOA,
the TSA, and MS-Jaya with results of less than 1.5% mean
error and 6%maximum error under 10% noise, and the corres-
ponding errors are less than 2.0% and 7.5% under 20% noise,
which implies that the proposed strain correlation function-
based damage identification method is insensitive to measure-
ment noise.

In addition, the computational efficiency of the proposed
four identification methods is further investigated. The conver-
gence history of the objective function and the consumed com-
putational times for PSO, the BOA, the TSA, andMS-Jaya are
presented in figure 9 and table 4, respectively. It can be easily
observed from figure 9 that the MS-Jaya algorithm achieves a
smaller value of objective function, with only 60 maximum
iterations, than PSO, the BOA, and the TSA. As shown in
table 4, the calculated objective values of PSO, the BOA, the
TSA, and MS-Jaya are 931.52, 902.24, 942.18, and 944.77,
respectively. Meanwhile, the total computational time needed
to run the proposed MS-Jaya algorithm is 320 s, much shorter
than the 2124 s, 2088 s, and 2132 s required by PSO, the BOA,
and the TSA, which indicates that the MS-Jaya algorithm can
provide better identified results with less computational time
than the other three methods.

Herein, the more detailed damage identification process of
the proposedMS-Jaya algorithm is further presented in table 5.
If the identified variables of the best solution after each 20 iter-
ations of the Jaya algorithm are smaller than the predefined
damage limit of 2%, the damage extent will be set to zero.
There are five damaged elements after 20 iterations, three dam-
aged elements after 40 iterations, and two damaged elements
after 60 iterations. The final identified damage locations and
extents of elements 6 and 13 agree well with the true value.
As listed in table 6, the MS mechanism significantly reduces
the number of suspected damaged elements after each N1 iter-
ations of the Jaya algorithm, which implies that integrating the
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Figure 8. Identified damage extent for case 1 under single excitation: (a) 0% noise; (b) 10% noise; (c) 20% noise.

Table 3. Mean and maximum errors for damage case 1 under single excitation (%).

0% noise 10% noise 20% noise

Methods Mean error Max error Mean error Max error Mean error Max error

PSO 0.68 3.06 0.92 6.00 1.71 6.71
BOA 1.26 5.40 1.46 5.51 1.94 7.39
TSA 0.74 2.65 0.85 4.00 1.20 4.42
MS-Jaya 0.41 2.48 0.65 4.62 0.79 5.11

MSmechanism is highly effective in the identification of dam-
age existence, location, and severity by successively eliminat-
ing the intact elements during the iteration process.

In terms of identification accuracy and computational effi-
ciency, it can be concluded from the above studies that the
proposed methods based on the swarm intelligence algorithms
PSO, the BOA, the TSA, and MS-Jaya, and the cross-
correlation function of strain responses can accurately and
effectively identify structural damage, especially for the MS-
Jaya algorithm, even with partial output-only strain responses
and 20% noise-contaminated measurements.

4.2. Multiple excitations case

Three white noise excitations are applied at node 3, 7,
and 12 of the simply supported beam structure. The strain

response curves from four strain gauges for damage case
2 are presented in figure 10. The measurement at the
10th element is treated as the reference point, result-
ing in four sets of the auto/cross-correlation function R=
[R10,4,R10,8,R10,10,R10,14]

T. The identified results based on the
swarm intelligence algorithms PSO, the BOA, the TSA, and
MS-Jaya, and the correlation function of strain responses with
0%, 10%, and 20% noise are presented in figure 11, and the
identified mean and maximum errors are listed in table 7.

For the noise-free case, it can be seen from figure 11 that
pleasing identification results are obtained with the proposed
fourmethods. For theworst case, themaximum error andmean
error by the BOA are less than 4.5% and 2.5%. When contam-
inated with 10% and 20% noise, as shown in table 7, more than
6%maximum errors are achieved by PSO and the BOA, while
the TSA and MS-Jaya can give more accurate identification

11
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Figure 9. Convergence study for the proposed four methods in damage case 1 (0% noise).

Table 4. Comparison of computational time for PSO, the BOA, the TSA, and MS-Jaya in damage case 1.

Methods
Objective
value

Number of
iterations

Computational time
for single iteration (s) Total time (s)

PSO 931.52 400 5.31 2124
BOA 902.24 400 5.22 2088
TSA 942.18 400 5.33 2132
MS-Jaya 944.77 60 5.32 320

Table 5. The identified damage variables after each N1 iterations of the Jaya algorithm (%).

Element numbers N1 = 20 iterations 2N1 = 40 iterations 3N1 = 60 iterations

1 0 0 0
2 0 0 0
3 0 0 0
4 0 0 0
5 0 0 0
6 12.33 19.43 19.21
7 0 0 0
8 0 0 0
9 0 0 0
10 0 0 0
11 6.93 0 0
12 14.14 4.79 0
13 10.61 12.90 12.52
14 0 0 0
15 0 0 0
16 4.12 0 0

Table 6. The number of intact and damaged elements after implementing the MS mechanism.

0% noise 10% noise 20% noise

Iterations Intact Damaged Intact Damaged Intact Damaged

1 1 15 0 16 0 16
N1 = 20 11 5 9 7 8 8
2N1 = 40 13 3 12 4 12 4
3N1 = 60 14 2 13 3 13 3
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Figure 10. The strain response curves for damage case 2 (first 10 s).

Figure 11. Identified results for damage case 2 under multiple excitations: (a) 0% noise; (b) 10% noise; (c) 20% noise.
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Table 7. Mean and maximum errors for damage case 2 under multiple excitations (%).

0% noise 10% noise 20% noise

Methods Mean error Max error Mean error Max error Mean error Max error

PSO 0.81 4.07 1.58 6.08 1.97 6.88
BOA 2.17 4.25 2.40 6.67 2.55 6.55
TSA 1.22 2.76 1.71 4.74 1.80 4.95
MS-Jaya 0.79 3.11 1.31 4.34 1.94 5.41

Figure 12. Convergence study for PSO, the BOA, the TSA, and MS-Jaya in damage case 2.

Table 8. Comparison of computational time for the proposed four methods under multiple excitations.

Methods
Objective
value

Number of
iterations

Computational time
for single iteration (s) Total time (s)

PSO 909.89 400 15.65 6260
BOA 882.23 400 15.75 6300
TSA 926.44 400 16.40 6557
MS-Jaya 931.65 60 16.41 985

results of damage locations and extent with maximum errors
of less than 5.0% and 4.5% for the 10% noise case and 5.0%
and 5.5% for the 20% noise case, which clearly prove the iden-
tification effectiveness and noise robustness of the proposed
approaches.

Furthermore, the convergence performance and computa-
tional time for the proposed output-only damage identifica-
tion methods are also investigated. As presented in figure 12,
the TSA and MS-Jaya provide a relatively faster convergence
rate, with around 60 iterations, than PSO and the BOA. As
listed in table 8, the final objective function values of PSO,
the BOA, the TSA, and MS-Jaya are 909.89, 882.23, 926.44,
and 931.65, respectively. The total computation times of PSO,
the BOA, and the TSA are 6260 s, 6300 s, and 6557 s, which
is obviously longer than the 985 s consumed by the MS-Jaya
algorithm. Therefore, the proposed MS-Jaya algorithm takes
the least computational time but achieves the lowest objective
function value among these four methods under ambient
excitation.

In summary, from numerical studies of the simply
supported beam structure, taking identification accuracy,
computational efficiency, and noise robustness into con-
sideration, the proposed output-only method based on
swarm intelligence algorithms and correlation functions
of strain responses can accurately detect, locate, and
quantify damage with a limited number of sensors, mul-
tiple unknown ambient excitations, and seriously polluted
measurements.

5. Validation with a benchmark structure

In recent years, considerable damage identification methods
have been developed and validated by numerical and exper-
imental research; however, these studies are basically based
on different engineering structures and application condi-
tions, rendering it quite difficult to evaluate the perform-
ance of diverse approaches. To deal with this issue, a bridge
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Figure 13. UCF grid benchmark structure: (a) experimental model;
(b) finite element model.

benchmark model was established as a test bed to evalu-
ate new techniques or methods for structural identification
before real-life applications. In this section, a grid bench-
mark structure constructed at the University of Central Florida
(UCF) is employed to validate the effectiveness of the pro-
posed method.

5.1. Description of the grid benchmark structure

As shown in figure 13(a) [59], the UCF grid benchmark struc-
ture has a two-span continuous beam, and its total length
and width are 5.49 m and 1.83 m. The girder and beams are
S3 × 5.7 standard sections, and piers are W12 × 26 sections.
The elastic modulus and mass density are 2.0 × 1011 N m−2

and 7850 kg m−3, respectively.
The finite element model of the grid benchmark struc-

ture is shown in figure 13(b). There are 14 nodes and 19
elements. The boundary conditions of the support location,
i.e. node numbers 1, 4, 7, 8, 11, and 14, are modeled as
hinge connections that allow rotation in a certain direction
and restrain the other degrees of freedom [60]. As shown
in figure 14, the structure is excited by white noise excita-
tions at nodes 2, 5, 10, and 13 in a vertical direction. Nine
strain gauges are installed at the midpoint of elements 2, 4,
6, 7, 9, 11, 14, 16, and 18 to record dynamic responses for
600 s with a sampling frequency of 400 Hz. Measurement
at the fourth element is treated as the reference point, res-
ulting in nine sets of auto/cross-correlation function R=
[R4,2,R4,4,R4,6,R4,7,R4,9,R4,11,R4,14,R4,16,R4,18]

T. To test the
capability of the proposed methods for detecting, localizing,
and quantifying damage, two damage cases, i.e. single dam-
age and multiple damages, are investigated. In the single dam-
age case, 20% stiffness is reduced at the 15th element, namely,
α15 = 0.2. In the case of multiple damages, the stiffness of the

Figure 14. Setup of strain gauges and two damage cases.

fifth, 10th, and 17th elements are decreased by 20%, 10%, and
15%, namely, α5 = 0.2,α10 = 0.10 and α17 = 0.15.

5.2. Damage identification results

As displayed in figure 15 and table 9, the identified dam-
age results of case 1 and case 2 clearly demonstrate that the
proposed output-only identification strategy based on swarm
intelligence algorithms, namely PSO, the BOA, the TSA, and
MS-Jaya, with the correlation function of strain responses can
detect damage location and extent, especially for the MS-Jaya
algorithm. As table 9 shows, the maximum errors with MS-
Jaya are 1.28% and 2.92% only in single and multiple damage
cases, respectively, which indicates the superiority of the pro-
posed MS-Jaya algorithm.

The MS-Jaya algorithm can achieve a superior value of the
objective function with only 60 maximum iterations for two
damage cases, i.e. single damage and multiple damages, as
shown in table 10.

6. Discussion

6.1. Reference points

As illustrated in equation (11), the selection of reference
points determines the auto/cross-correlation function of strain
responsesR, whichmay have an adverse effect on the perform-
ance of the proposed identification methods if an improper
reference point is defined. Thus, the reference point plays an
important role in damage identification. The simply supported
beam structure in section 4.1 subjected to single white noise
excitation is taken as a numerical example for a comparison
study with different reference points. Four strain signals were
measured at elements 4, 8, 10, and 14. By taking measure-
ments at elements 4, 8, 10, and 14 as the reference points,
four different sets of auto/cross correlation of strain responses
are obtained, expressed as RP1, RP2, RP3, and RP4, respect-
ively. The identified mean errors andmaximum errors by PSO,
the BOA, the TSA, and MS-Jaya with four different reference
points are presented in table 11 and figure 16, respectively.

In table 11, it is observed that the identified mean errors
of RP1 and RP4 are relatively larger than those acquired by
RP2 and RP3, which implies that the performance of the cor-
relation function-basedmethod would be adversely affected. It
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Figure 15. Identified damage extent of the benchmark structure: (a)
single damage; (b) multiple damages.

Table 9. Identified error of the steel grid benchmark structure (%).

Single damage case Multiple damages case

Methods Mean error Max error Mean error Max error

PSO 1.23 3.99 1.28 3.69
BOA 1.25 4.06 1.53 3.82
TSA 1.08 3.33 1.13 3.44
MS-Jaya 0.63 1.28 0.99 2.92

can be found from figure 16 that themaximum errors identified
by PSO and the BOA with RP1 and RP4 are obviously larger
than those with RP2 and RP3. Specifically, the BOA achieves
apparently disappointing results withmaximum errors of more
than 9%, 12.5%, and 13.5% under 0%, 10%, and 20% noise
for RP1. These results mean that PSO and the BOA have some
difficulties in identifying the location and degree of structural

damage if an inappropriate reference point is selected. On the
contrary, the proposed TSA and the MS-Jaya algorithm can
provide satisfactory identification results with all reference
points. The worst results of less than 8.0% and 7.5%maximum
errors are obtained by the TSA and MS-Jaya with RP1 under
20% noise, which indicates that the selection of different ref-
erence points has a modest effect on the computational results
owing to their powerful global exploration and local exploita-
tion capacity.

Therefore, it can be concluded that the selection of refer-
ence points would not significantly affect the identification res-
ults for the stronger algorithms, i.e. the TSA and MS-Jaya,
but would evidently affect the performance of the weaker
algorithms, i.e. PSO and the BOA.

6.2. Number of sensors

Generally, a robust method is desired to accurately identify
structural damage with as few sensors as possible. Thus, in this
section, the robustness of the proposed output-only method to
the number of sensors is discussed with the numerical example
of the simply supported beam in section 4.1. As listed in
table 12, four different numbers of sensors, i.e. 2, 3, 4, and
5, are employed and compared. Obviously, as the number of
sensors increases, more data points of the correlation function
of strain responses R are involved. The final identified res-
ults by the TSA for four different sensor settings are shown
in figure 17 and table 13.

It is clearly observed fromfigure 17 that the identified errors
of damage variables decrease accordingly with the increas-
ing number of sensors. However, there will be a small vari-
ation in identified errors but an apparent increase in computa-
tional time, as presented in table 13, if more than three sensors
are utilized, which indicates that using excessive sensors may
not significantly improve identification accuracy but definitely
consumes considerable computational time. Therefore, within
the range of acceptable error, the number of sensors should be
selected reasonably in order to save computational resources.

6.3. Detectable range of strain sensor

Although the applicability and effectiveness of the strain
response-based method have been validated in numerical and
experimental studies, the detectable range of the strain sensor
may still pose some difficulties in real applications. In fact,
damage locations cannot always appear in the detection range
of a strain sensor [31]. Thus, the effect of the detectable range
of the strain sensor on the identification results needs to be fur-
ther investigated. Five different arrangements of strain gauges
on the simply supported beam structure are considered. In case
1(a), four strain gauges are installed at the midpoints of ele-
ments 4, 8, 10, and 14 along the upper surface of the beam, as
shown in figure 6; in case 1(b), four strain gauges are installed
at the midpoints of elements 4, 7, 11, 14; in case 1(c), four
strain gauges are installed at the midpoints of elements 4, 6,
12, and 14; in case 1(d), four strain gauges are installed at the
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Table 10. Objective value and number of iterations for PSO, the BOA, the TSA, and MS-Jaya.

Single damage case Multiple damages case

Methods Objective value Number of iterations Objective value Number of iterations

PSO 854.16 400 857.72 400
BOA 848.43 400 821.99 400
TSA 901.42 400 894.54 400
MS-Jaya 955.70 60 934.49 60

Table 11. Identified mean errors based on four methods with RP1, RP2, RP3, and RP4.

Reference points

Noise level RP1 RP2 RP3 RP4

Noise free 1.36 1.06 0.77 1.60
10% noise 1.64 1.25 0.97 1.48
20% noise 1.98 1.74 1.41 2.04

Figure 16. Identified maximum errors with different reference points: (a) 0% noise; (b) 10% noise; (c) 20% noise.

midpoints of elements 3, 5, 13, and 15; in case 1(e), four strain
gauges are installed at the midpoints of elements 2, 3, 14, and
15.We assume there is a 15% reduction in Young’s modulus at
element 9, and the strain response from the second sensor S2 is
selected as the reference point. The damage detection results
with the TSA are presented in figure 18.

In figure 18, it is clearly observed that the damage loc-
ation and magnitude are accurately detected for case 1(a),
case 1(b), and case 1(c) with the maximum errors of 1.79%,
2.86%, and 2.71%, respectively. In case 1(d), the identi-
fied results of healthy elements were inferior to those of
the damaged element since the maximum identification error
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Table 12. The setting of measurements and reference points with different sensors.

Number of
sensors Measurement

Reference
point

Correlation function of
strain responses R

2 4, 10 2 R = [R10,4, R10,10]
3 4, 10, 14 2 R = [R10,4, R10,10, R10,14]
4 4, 8, 10, 14 3 R = [R10,4, R10,8, R10,10,

R10,14]
5 2, 4, 8, 10, 14 4 R = [R10,2, R10,4, R10,8,

R10,10, R10,14]

Figure 17. Identified errors by the TSA for four sensor settings (noise free).

Table 13. Identification results and computational time with different numbers of sensors (%).

0% noise 10% noise 20% noise

Number of
sensors Mean Maximum Mean Maximum Mean Maximum

Computational
time (s)

2 1.59 7.82 2.19 7.47 2.54 9.94 1818
3 0.87 2.86 1.01 3.85 1.62 6.44 1946
4 0.74 2.65 0.85 4.00 1.20 4.42 2132
5 0.75 2.67 0.84 5.02 1.30 5.59 2269

of 4.71% appears at intact element 8. For the worst case
1(e), the identified damage extent obviously deviates from the
actual value with a maximum error of around 7.2% owing
to the adverse effect of a lack of nearby strain sensors.
These results demonstrate that the proposed correlation func-
tion of strain responses has favorable robustness to the

arrangement of sensors, while false identification may be
acquired when the location of damage is too far from the
strain sensor. Considering the limitations of the detectable
range of strain sensors, it is suggested that the installment
of strain gauges should be optimized to identify structural
damage.
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Figure 18. The identified damage results for case 1(a), case 1(b), case 1(c), case 1(d), and case 1(e).

7. Conclusions

In this paper, an output-only structural damage identification
approach based on swarm intelligence algorithms and correl-
ation functions of strain responses is proposed when a struc-
ture is subjected to single or multiple unknown white noise
excitations. Four different swarm intelligence algorithms, i.e.
PSO, the BOA, the TSA, andMS-Jaya are employed and com-
pared. A penalty function is integrated into the objective func-
tion to alleviate false alarm identification. Numerical studies
on a simply supported beam structure and a steel grid bench-
mark structure are implemented to demonstrate the accuracy,
efficiency, and robustness of the proposed approach. Based on
the reliable results of studies as well as discussions on refer-
ence points, number of sensors, and detectable range of strain
sensors, some interesting conclusions can be summarized, as
follows:

(1) Taking the identification accuracy, computa-
tional efficiency, and noise robustness into consideration,
compared with PSO, the BOA, and the TSA, the pro-
posed MS-Jaya algorithm can achieve better perform-
ance owing to integrating an MS mechanism by success-
ively eliminating the intact elements during the iteration
process.

(2) The proposed output-only method with four different
swarm intelligence algorithms and correlation functions of
strain responses can accurately detect, locate, and quantify

structural damage using a limited number of sensors and ser-
iously polluted measurements, implying the favorable com-
patibility of the proposed approach with various optimization
algorithms.

(3) The selection of reference points would not sig-
nificantly change the performance for algorithms with
stronger search capacity, such as the TSA and MS-Jaya,
but would evidently affect the effectiveness of algorithms
with weaker search capacity, such as PSO and the
BOA.

(4) Identifying structural damage with excessive sensors
has a negligible effect on identification accuracy but inevitably
consumes considerable computational time. Within the allow-
able range of identified error, the number of sensors should be
reasonably selected.

(5) The strain measurements are more sensit-
ive to local damage, while the detectable range of
strain sensors limits their capacity for damage iden-
tification. It is necessary to optimize the placement
of strain gauges to improve the ability of damage
identification.

The limitation is that relatively simple linear structural sys-
tems are identified using the proposed approach. The out-
look for future work is that modeling errors and temperat-
ure variation should be considered in damage identification
in more complex and large-scale civil structures in future
studies.
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