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Abstract
The external excitations, interface forces and responses at the interface degrees-of-freedom are normally required in many
existing substructural condition assessment methods, while they are difficult or even impossible to be accurately measured.
To address this issue, a digital twin framework for output-only substructural damage identification with data fusion of muti-
type responses is proposed in the present paper. First, heterogeneous responses including displacements, strains and ac-
celerations from the target substructure are measured and divided into two sets. The multi-type responses in measurement
set 2 are reconstructed with the first set of responses and transmissibility matrix in time domain. Then, a recovery method is
introduced to obtain angular displacements from translational displacements and strains, to acquire angular accelerations from
translational accelerations and the second order derivatives of strains by continuous wavelet transform. The recovered
angular displacements and angular accelerations are involved into the evaluation of objective function. Besides, to avoid the
single and monotonous search operation of traditional optimization algorithms, a reinforced learning-assisted Q-learning
hybrid evolutionary algorithm (QHEA) by integrating Q-learning algorithm, differential evolution algorithm, Jaya algorithm, is
developed as a search tool to solve the optimization-based inverse problem. The most suitable search strategy among DE/
rand/1, DE/rand/2, DE/current-to-best/1, Jaya mutation in each iteration is selected and implemented under the guidance of
Q-learning algorithm. Numerical studies on a three-span beam structure are performed to verify the effectiveness of the
proposed approach. The results demonstrates that the proposed output-only substructural damage identification approach
can accurately identify locations and severities of multiple damages even with high noise-polluted responses.
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Introduction

Over the past few decades, in view of the advance of new
materials and structures (Elshazli et al., 2022; Jiang et al.,
2022; Wilt et al., 2023), various vibration-based structural
damage identification approaches, or acoustic emission
techniques have been developed and employed, and fruitful
research results are achieved (Ai et al., 2022, 2023a, 2023b,
2024; Ding et al., 2019; Doebling et al., 1998; Feng et al.,
2021; Hou et al., 2020; Li et al., 2013, 2022; Zhang et al.,
2023b). Mathematically, structural identification can be
formulated as a constrained optimization inverse problem
in which the objective function is defined as the discrep-
ancy between the measured and the simulated responses.

The inverse identification could be properly addressed
by minimizing the objective function using diverse swarm
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intelligence algorithms, such as genetic algorithm, grey
wolf optimizer, particle swarm optimization algorithm,
cuckoo search algorithm, whale optimization algorithm,
Jaya algorithm (Rao, 2016). Among these algorithms, Jaya
algorithm receives increasing attention owing to its merits
of simple structure and without any algorithm-specific
parameters, but it suffers by the problems of slow con-
vergence speed and easy to be trapped into local optimal
solution.With the purpose of improving the performance of
basic Jaya algorithm, the Hooke–Jeeves local pattern
search (Ding et al., 2022) or Tree Seeds Algorithm (Ding
et al., 2020) is introduced into standard Jaya algorithm. In
this study, a new optimization algorithm, named Q-learning
hybrid evolutionary algorithm (QHEA) is developed by
integrating Jaya algorithm, differential algorithm and
Q-learning algorithm. For each individual in the pop-
ulation, the proposed QHEA could choose the most suit-
able operation adaptively and continuously from search
strategy pool, i.e., DE/rand/1, DE/rand/2, DE/current-to-
best/1 and Jaya mutation under the guidance of the
Q-learning during iterations, which enable a better balance
between the exploration capability and exploitation
capability.

Nevertheless, there are still some issues that have not
been properly addressed in previous researches, which
limits their practical applications in damage identifica-
tion. First, measurements of external excitation are re-
quired and treated as input in many structural
identification methods. In practice, it is difficult or even
impossible to directly acquire excitation data, for ex-
ample, wind load, seismic load, and traffic load (Zhang
et al., 2022). Engineering structures usually have hun-
dreds of degrees of freedom, but only partial output
responses can be obtained. Incomplete information poses
a huge challenge for traditional identification methods.
Second, the majority of studies on structural identifi-
cation employs a single type of measurement. Hetero-
geneous sensors, e.g., displacement transducers, strain
gauges, accelerometers, are usually used in structural
health monitoring system, so it is necessary to develop
data fusion technique to effectively combine their in-
dividual characteristics. Third, the low computational
efficiency and poor convergence of global methods
discourage the use for large-scale and complex structural
systems considering substantial variables to be
identified.

For addressing the first challenge, namely, identifying
structural damages without measurement of excitation
forces, some output-only identification methods have been
developed. For example, a synergy of a modified Newmark
integration scheme for force identification and a hybrid
artificial bee colony algorithm for parameter identification
was proposed (Sun and Betti, 2014). Similarly, an iterative
identification strategy, combining Tikhonov regularization

method for force identification meanwhile modified Jaya
algorithm (Zhang et al., 2023a) or dynamic hybrid quantum
particle swarm optimizer (Jayalakshmi et al., 2018) for
structural parameter identification was introduced. It is
noted that the simultaneous identification of unknown
structural parameters and input force may further induce
the ill-posedness of the inverse problem. In addition,
damages and input force are iteratively identified at each
time step, which would necessarily consume considerable
computational resources, especially for complex and large-
scale structures (Zhu et al., 2014). Response reconstruction
technique provides an alternative approach for the absence
of excitation measurements, acquired good performance
(Zhu et al., 2023). Zhang and Xu (2017) proposed a multi-
level damage identification method using the Kalman filter-
based response reconstruction. Besides, response recon-
struction methods based on the transmissibility concept
have been proposed and applied into damage detection in
the frequency-domain (Law et al., 2011), wavelet-domain
(Li and Hao, 2014), state space domain (Zhang et al.,
2020), time-domain (Zou et al., 2022).

For addressing the second challenge, namely, some
effort has been devoted to structural health monitoring with
multi-type sensors (strain gauges, displacement trans-
ducers, accelerometers, etc.) These measurements have
their own advantages and drawbacks, and they could
provide comprehensive information about the structure’s
condition. The merits of incorporating heterogeneous data
fusion for better monitoring have been demonstrated (Yang
et al., 2023). For instance, Sun and Büyüköztürk (2015)
fused acceleration, displacement and strain time histories
through a state space model for force identification, and
validated the effectiveness with a numerical truss bridge.
Kim et al. (2014) presented a dynamic displacement es-
timation method based on multi-rate Kalman filtering using
acceleration and intermittent displacement measurements.
Yu et al. (2023) combined initial diagnosis results from
each sensor via Dempster-Shafer fusion algorithm for
condition assessment of concrete arch beam. Experimental
test on a Sydney Harbour Bridge in laboratory indicated the
accuracy of multi-sensor fusion for structural damage di-
agnosis. Zhang and Xu (2016) proposed a new multi-
sensing damage identification method using optimal sen-
sor placement and Kalman filter-based response recon-
struction. Numerical and experimental studies showed that
fusion of heterogeneous measurements can achieve more
superior performance than single-type responses on the
equivalent locations.

For addressing the third challenge, substructural iden-
tification methods (Weng et al., 2020) was developed to
identify damages by dividing a large-scale structure into
several substructures instead of in a global manner. In fact,
substructural identification methods based on the ‘‘divide-
and-conquer’’ strategy can significantly improve
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computational efficiency and accuracy since the dimen-
sions of the unknown parameters are reduced. For example,
Tee et al. (2009) presented a substructural strategy for
identification of stiffness damage with incomplete mea-
surement. Li et al. (2012) adopted a response recon-
struction method to detect substructural damage in
frequency domain, and verified its performance using
experimental tests on a steel frame structure. Liu et al.
(2015) proposed a substructural identification method
considering the interface force sensitivity. The unknown
interface forces were identified using the Newmark
method. Ni et al. (2023) developed a new response re-
construction technique in time domain and combined it
with the Bayesian inference method for probabilistic model
updating of the target substructure. Li and Sun (2024)
utilized the transmissibility function as a damage indica-
tor to detect and localize the substructural damages.
Nevertheless, the potentials of utilizing heterogeneous
response reconstruction for substructural damage identi-
fication have not been well explored.

With the advance of artificial intelligence, measure-
ment techniques, internet of things, etc., the digital twin
concept applied in various real-world engineering fields,
such as industrial manufacturing (Tao et al., 2018), in-
frastructure health monitoring and management (Liu
et al., 2023), structural fatigue life prediction (Wang
et al., 2022), smart cities and urban spaces (Torzoni
et al., 2024), have attracted much attentions. In recent
years, some digital twin conceptual framework in the
context of structural health monitoring have been

developed (Teng et al., 2023; Wang et al., 2021). It is
known that damage identification is the core problem and
an essential module in the digital twin-based health
monitoring framework. Wang et al. (2023) proposed a
novel digital twin framework for damage detection of
offshore jacket platforms considering optimal sensor
placement. Ritto and Rochinha (2021) combined the
physics-based model and machine learning as a digital
twin to detect damages. Teng et al. (2023) identified
damages of the real bridge structure by utilizing digital
twin technology to generate a large number of damage
samples so as to train a convolutional neural network.
The results showed the proposed method can signifi-
cantly improve the identification accuracy of bridge
model.

For properly addressing aforementioned challenges, in
this work, a digital twin framework for output-only sub-
structural damage identification with data fusion of muti-
type responses is proposed, as is shown in Figure 1. It is
noticed that this framework consists of four diffident
models, i.e., a physical model, a virtual model, a dynamic
responses reconstruction model and a damage identifica-
tion model. The physical three-span beam structure is
termed as the basis of constructing the digital twin virtual
model. In the virtual model, muti-type dynamic responses
are obtained by implementing simulations considering
different damaged cases, noise levels, modeling errors,
number of sensors, etc. The dynamic responses recon-
struction model seeks to reconstruct multi-sensing re-
sponses of civil structures at locations where no sensors

Figure 1. The proposed substructural damage identification method in a digital twin framework.
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installed based on the proposed heterogeneous response
reconstruction technique and recovery method. More
specifically, muti-type responses (displacements, strains,
accelerations, etc.,) from the target substructure with
preinstalled sensors (displacement transducers, strain
gauges, accelerometers, etc.,) are divide into two mea-
surement sets, i.e., set 1 and set 2. Dynamic responses in a
substructure are reconstructed by transforming the mea-
sured responses of set 1 into responses of set 2 with the
transmissibility matrix in time domain. The measured re-
sponses from the real structure model and simulated re-
sponses from the response reconstruction model are feed
into the damage identification model, and they are used to
established an objective function, optimized by the pro-
posed a new heuristic algorithm, Q-learning hybrid evo-
lutionary algorithm. Structural parameters are updated until
the possible damage locations and severities are detected,
which is crucial for structural degradation evaluation,
safety alarm, and maintenance operations. The dynamic
responses reconstruction model and the damage identifi-
cation model are detailed described, respectively.

Dynamic response reconstruction model
for substructure

The equation of motion for a multi-DOF dynamic system
subjected to external forces can be expressed as

M €uðtÞ þ C _uðtÞ þ KuðtÞ ¼ Bf ðtÞ (1)

where M, C, K stand for the structural mass, damping and
stiffness matrices, respectively; €uðtÞ, _uðtÞ and uðtÞ represent
the acceleration, velocity and displacement responses of
the dynamic system, respectively; f ðtÞ means the external
forces applied to the structure and Bmaps the force location
to its associated DOFs. Structural dynamic responses
(acceleration, velocity, displacement, etc.,) can be obtained
by solving equation (1) with the Newmark-β method.
Rayleigh damping model is used as C ¼ ζ 1M þ ζ 2K,
where ζ 1 and ζ 2 stand for two damping coefficients.

Herein, a three-span beam structure is studied, As
shown in Figure 2(a). The whole structure is divided into
two substructures, namely, substructure a on the left side
and substructure b on the right side.

Figure 2. Three-span beam structure: (a) FE model; (b) substructure a; (c) substructure b.
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By equation (1), the equation of motion can be rewritten
as follows�

Maa Mab

Mba Mbb

��
€uaðtÞ
€ubðtÞ

�
þ
�
Caa Cab

Cba Cbb

��
_uaðtÞ
_ubðtÞ

�

þ
�
Kaa Kab

Kba Kbb

��
uaðtÞ
ubðtÞ

�
¼

�
0

Bf ðtÞ

� (2)

In Figure 2(b), obviously, the external force is outside
the substructure a. Treating the interface forces as input, the
equation of motion substructure a is expressed as

Maa €uaðtÞ þ Caa _uaðtÞ þ KaauaðtÞ ¼ BagaðtÞ (3)

where gaðtÞ denotes the vector of interface forces and Ba is
the mapping matrix associated with the force location.

Similarly, the equation of motion substructure b sub-
jected to external forces and interface forces can be ex-
pressed as

Mbb €ubðtÞ þ Cbb _ubðtÞ þ KbbubðtÞ ¼ Bb½ gbðtÞ f ðtÞ �T (4)

where gbðtÞ denotes the vector of interface forces; Bb is the
mapping matrix associated with the location of all input
forces.

The external force outside the substructure

For substructure a, the external force is outside the sub-
structure, which is analyzed as the first case. In fact,
multiple types of sensors are usually installed on the target
civil structure, e.g., displacement transducers, fiber Bragg
grating strain sensors, and accelerometers. In this end,
heterogeneous measurements, displacements, strains, ac-
celerations, etc., are recorded to evaluate the healthy
condition of major infrastructures. In consideration of
superposition theory, the displacement response upðtnÞ,
strain response εqðtnÞ, acceleration response €usðtnÞ of
substructure a from the p-th, q-th and s-th DOFs at time tn
can be written as

upðtnÞ¼ up,1ðtnÞþup,2ðtnÞþ , :::, þup,nf ðtnÞ¼
Xnf
i¼1

up, iðtnÞ

(5a)

εqðtnÞ ¼ εq, 1ðtnÞ þ εq, 2ðtnÞ þ , :::, þ εq, nf ðtnÞ ¼
Xnf
i¼1

εq, iðtnÞ

(5b)

€usðtnÞ ¼ €us, 1ðtnÞ þ €us, 2ðtnÞ þ , :::, þ €us, nf ðtnÞ ¼
Xnf
i¼1

€us, iðtnÞ

(5c)

where nf means the number of unknown interface forces.
The displacement response up, iðtnÞ, acceleration re-

sponse €us, iðtnÞ at instant tn under the i-th interface exci-
tation ga, i can be expressed as

up, iðtnÞ ¼
Z tn

0

hp, iðtn � τÞga, iðτÞdτ (6a)

€us, iðtnÞ ¼
Z tn

0

€hs, iðtn � τÞga, iðτÞdτ (6b)

where hp, iðtn � τÞ and €hs, iðtn � τÞ are the unit impulse
response function of displacement and acceleration,
respectively.

According to the displacement-strain relation, strain
response εq, iðtnÞ can be obtained as

εq, iðtnÞ¼
Z tn

0

½z1 � � � zndof �½hds, iðtn� τÞ � � � hde, iðtn� τÞ �
T

ga, iðτÞdτ¼
Z tn

0

hεq, iðtn� τÞga, iðτÞdτ
(7)

where ndof denotes the number of DOFs of an element;
subscripts ds and de stand for the degrees of freedom to
start and end. For the purpose of simplifying expression,

strain response is εq, iðtnÞ ¼
R tn
0 hεq, iðtn � τÞga, iðτÞdτ.

By equations (5a), (5b), (5c)–(7), it can be given as

upðtnÞ ¼
Xnf
i¼1

Z tn

0

hp, iðtn � τÞga, iðτÞdτ (8a)

εqðtnÞ ¼
Xnf
i¼1

Z tn

0

hεq, iðtn � τÞga, iðτÞdτ (8b)

€usðtnÞ ¼
Xnf
i¼1

Z tn

0

€hs, iðtn � τÞga, iðτÞdτ (8c)

Then, equations (8a)–(8c) can be rewritten in discretized
form as follows

upðtnÞ ¼
Xnf
i¼1

hp, iðtnÞga, iðtnÞ (9a)

εqðtnÞ ¼
Xnf
i¼1

hεq, iðtnÞga, iðtnÞ (9b)

€usðtnÞ ¼
Xnf
i¼1

€hs, iðtnÞga, iðtnÞ (9c)

The equation of motion of the target substructure a
under the unit impulse excitation is

Zhang et al. 5



Maa
€haðtÞ þ Caa

_haðtÞ þ KaahaðtÞ ¼ BaδðtÞ (10)

where δðtÞ is the Dirac delta function.
The unit impulse response functions can be calculated

by following Newmark-β method�
Maa

€haðtÞ þ Caa
_haðtÞ þ KaahaðtÞ ¼ 0

hað0Þ ¼ 0, _hað0Þ ¼ Maa
�1Ba

(11)

By equations (9a)–(9c), the dynamic displacement,
strain and acceleration responses of the substructure a can
be represented as

Yu ¼
Xnf
i¼1

Hu, iga, i, Yε ¼
Xnf
i¼1

Hε, iga, i,Y €u ¼
Xnf
i¼1

H €u, iga, i

(12)

where Yu ¼ ½Yu1, Yu2, :::, Yun�T , Yε ¼ ½Yε1, Yε2, :::, Yεn�T ,
Y €u ¼ ½Y€u1,Y€u2, :::,Y€un�T ; un εn, €un stand for the number of
displacement transducers, strain sensors, accelerometers,

respectively; Hu, i ¼ ½Hu1, i,Hu2, i, :::,Hun, i�T , Hε, i ¼ ½Hε1, i,

Hε2, i, :::,Hεn, i�T , H€u, i ¼ ½H€u1, i,H€u2, i, :::,H€un, i�T , their ex-
plicit expression can be given as

Hun, i ¼

2
66664
hun , iðt0Þ 0 0 0 0
hun , iðt1Þ hun , iðt0Þ 0 0 0
hun , iðt2Þ hun , iðt1Þ hun, iðt0Þ 0 0
« « « 1 «
hun , iðtnÞ hun , iðtn�1Þ hun, iðtn�2Þ / hun, iðt0Þ

3
77775

(13a)

Hεn , i ¼

2
666666664

hεεn , iðt0Þ 0 0 0 0

hεεn , iðt1Þ hεεn, iðt0Þ 0 0 0

hεεn , iðt2Þ hεεn, iðt1Þ hεεn , iðt0Þ 0 0

« « « 1 «

hεεn , iðtnÞ hεεn, iðtn�1Þ hεεn , iðtn�2Þ / hεεn , iðt0Þ

3
777777775

(13b)

H€μn, i ¼

2
666664

€h€μn , iðt0Þ 0 0 0 0
€h€μn , iðt1Þ €h€μn , iðt0Þ 0 0 0
€h€μn , iðt2Þ €h€μn , iðt1Þ €h€μn, iðt0Þ 0 0
« « « 1 «
€h€μn , iðtnÞ €h€μn , iðtn�1Þ €h€μn, iðtn�2Þ / €h€μn, iðt0Þ

3
777775

(13c)

The dimensions of Yu, Yε, Y €u are ðun × tnÞ× 1,
ðεn × tnÞ× 1, ð€un × tnÞ × 1. The dimensions ofHu,Hε,H €u are
ðun × tnÞ× ðnf × tnÞ, ðεn× tnÞ×ðnf × tnÞ, ð€un × tnÞ × ðnf × tnÞ.
In consideration of the huge magnitude difference between
heterogenous responses, three rescaling parameters are
introduced to rescale these data as follows

~Yu ¼ γuYu ¼ γu
Xnf
i¼1

Hu, iga, i ¼
Xnf
i¼1

~Hu, iga, i (14a)

~Y ε ¼ γεYε ¼ γε
Xnf
i¼1

Hε, iga, i ¼
Xnf
i¼1

~H ε, iga, i (14b)

~Y €u ¼ γ €uY €u ¼ γ €u
Xnf
i¼1

H €u, iga, i ¼
Xnf
i¼1

~H €u, iga, i (14c)

where γu, γε, γ€u are the rescaling parameters corresponding
to displacement, strain and acceleration measurements, and

their values can be determined by γu ¼ kYuk�1
2 , γε ¼

kYεk�1
2 , γ€u ¼ kY €uk�1

2 .
By the above equations (14a)–(14c), the assembled

expression of heterogeneous measurements (displacement,
strain, acceleration) could be shown as

Y ¼ Hga (15)

where assembled Y and H are

Y ¼
h
~Yu, ~Y ε, ~Y €u

iT
,H ¼

h
~Hu, ~H ε, ~H €u

iT
(16)

In equation (15), the relationship between the rescaled
heterogeneous measurements Y and interface forces ga is
given. In this study, different from the response recon-
struction technique in previous Refs. (Law et al., 2011; Li
and Hao, 2014), a new heterogeneous response recon-
struction technique is proposed for substructural damage
identification with multiple-type sensors. The measured
heterogeneous responses in damaged state from the target
substructure a are divided into two sets, namely, mea-
surement set 1 Y set1

mea and measurement set 2 Y set2
mea , and they

can be defined as (
Y set1
mea ¼ H1ga

Y set2
mea ¼ H2ga

(17)

whereH1 ¼ ½H1,1,H1,2, :::,H1,nf �,H2 ¼ ½H2,1,H2,2, :::,H2,nf �,
ga ¼ ½ga, 1, ga, 2, :::, ga, nf �T .

Then, the reconstructed responses of measurement set
2 Y set2

rec can be obtained from the measurement set 1 as

Y set2
rec ¼ H2ðH1ÞþY set1

mea (18)

where ðH1Þþ denotes the pseudo-inverse of the matrix H1;
transformation matrix T12 ¼ H2ðH1Þþ.

It is noted that there is no specific requirement to divide
measured responses into two sets, but the number of
measurements in the first set should not be less than the
number of unknown interface forces to ensure the unique
solution in equation (18).
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The external force within the substructure

As shown in Figure 2(c), the substructure b is subject to
both the external excitations fE and the interface forces gb
from adjacent substructure a. The heterogeneous responses
of the substructure b can be obtained in a form similar to
equation (15) as follows

Y ¼ HIgb þ HEfE (19)

where HI and HE represent the impulse response function
matrices of the substructure b associated with the interface
forces and external forces, respectively.

Equation (19) can be further simplified as

Y ¼ HF (20)

where H ¼ ½HI ,HE�, F ¼ ½gb, fE�T .
According to the theory of response reconstruction

technique, the measured heterogeneous responses in
damaged state from the target substructure b are divided
into two sets, namely, measurement set 1 Y set1

mea and mea-
surement set 2 Y set2

mea , and they can be given as(
Y set1
mea ¼ H1F

Y set2
mea ¼ H2F

(21)

The reconstructed responses ofmeasurement set 2Yset2
rec can

be calculated by following equation when the numbers of
measurements set 1 are not less than the number of both the
external forces and interface forces on the substructure b

Y set2
rec ¼ H2

�
H1

�þ
Y set1
mea (22)

where transmissibility matrix is T12 ¼ H2ðH1Þþ.
In general, the problem of solving the equation (18) or

equation (22) is an ill-posed inverse problem. Disap-
pointing estimation results may be acquired if taking the
measurement noise into consideration. Accordingly, Ti-
khonov regularization method is utilized to obtain a
bounded solution as follows

F ¼ �
H

T

1H1 þ λI
��1

H
T

1Y
set1
mea (23)

Y set2
rec ¼ H2F ¼ H2

�
H

T

1H1 þ λI
��1

H
T

1Y
set1
mea (24)

where transmissibility matrix is T12 ¼ H2ðHT
1H1þ

λIÞ�1H
T
1 ; λ is a non-negative regularization parameter. If

λ ¼ 0, equation (24) is transformed into the ordinary least

squares solution Y set2
rec ¼ H2ðHT

1H1Þ
�1
H

T
1Y

set1
mea .

The key point is how to properly determine the regu-
larization parameters λ. Compared with traditional L-curve
method or generalized cross-validation method, As re-
ported in the research (Feng et al., 2015), Bayesian

inference regularization has higher computational effi-
ciency, especially in solving problem with a large data set.
Thus, statistical Bayesian inference approach is adopted in
this study to obtain regularization parameter.

Angular displacement/acceleration
recovery method

It is well-known that angular displacement and angular
acceleration are more sensitive to the elemental stiffness
reduction than translational measurements but they are
difficult or expense to be accurately measured to some
extent. In this section, according to the derived strain-to-
displacement relationship in Reich and Park (2001), an-
gular displacement/acceleration recovery method is de-
veloped to calculate the angular displacement/acceleration
with translational displacement/acceleration and strain,
respectively.

The displacement u of a beam element consists of rigid-
body motion r and deformation d

u ¼ d þ r

The rigid-body motion r can be expressed as

r ¼ fββ (25)

where fβ stands for the elemental rigid-body modes; β
denotes the rigid-body amplitudes.

According to the displacement-strain relation ε ¼ Su,
strain responses of a beam element can be written as
following equation since strain would not be generated by
rigid body motion fββ

ε ¼ Su ¼ Sðd þ rÞ ¼ Sd (26)

By equation (26), deformation d can be derived as

d ¼ fεε ¼
�
STS

��1
ST ε (27)

The displacement u of a beam element can be further
expressed as

u ¼ d þ r ¼ fεεþ fββ (28)

In equation (28), fεε and fββ stand for deformation and
rigid-body motion, respectively. For a beam element,
displacements u consists of translational displacement uw
and angular displacement uθ, so equation (28) is divided
into translation and rotation as follows

�
uw
uθ

�
¼

�
fεw

fεθ

�
εþ

�
fβw

fβθ

�
β (29)
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where translational displacement and angular displacement

are uw ¼ ½ uw1 uw2 �T and uθ ¼ ½ uθ1 uθ2 �T for two nodes
of a beam element.

In general, translational displacements uw and elemental
strains ε can be directly measured using various sensors,
such as computer vision-based displacement sensors and
long-gauge fiber Bragg grating (LFBG) strain sensors,
conveniently. Accordingly, an angular displacement re-
covery method is used to acquire the unknown angular
displacement uθ with translational displacements uw and
strains ε measured from the same element. Rigid-body
amplitudes β and angular displacement uθ can be easily
derived from equation (29) as

�
β
uθ

�
¼

��fβw 0
�fβθ I

��1��
fεw

fεθ

�
ε�

�
I
0

�
uw

�
(30)

Compared with displacements and strains, acceleration
responses contain more global response features and are
widely used in structural health monitoring system. In order
to compute the angular acceleration €uθ, an angular accel-
eration recovery method is developed from the equation
(30) as follows

�
€β
€uθ

�
¼

��fβw 0
�fβθ I

��1��
fεw

fεθ

�
€ε�

�
I
0

�
€uw

�
(31)

where €ε means the second-order derivative of strain
measurements; €uw represents translational accelerations
and they can be directly measured by accelerometers.

It is clear in the proposed angular acceleration recovery
method, €ε is required. To calculate the second-order de-
rivative of strain measurements, selecting a favorable
differentiation method is important since improper
methods would amplify the noise effect in the high order
derivative calculation. In previous studies, some deriva-
tive calculation methods have been reported, such as
conventional numerical differentiation, Fourier transform,
Savitzky-Golay differentiation algorithm, discrete
wavelet transform (DWT). In this work, continuous
wavelet transform (CWT) method is adopted for deriv-
ative calculation in view of its merits over aforementioned
methods, such as no requirement for the number of data
points, simple operation, fast efficiency. The calculation
of second derivative of strain signals is conducted by
applying twice wavelet transform to the strain
measurements.

The recovered angular displacement and recovered
angular acceleration are obtained by using the proposed
recovery method. Subsequently, they are used to establish
the objective function.

Damage identification model

Proposed objective function

Generally, the structural local damage is considered as the
linear reduction of structural stiffness and the damage effect
on the mass is directly neglected (Law et al., 2011; Li and
Hao, 2014; Zhang and Xu, 2017). A series of elemental
stiffness reduction vectors α ¼ ðα1, α2, :::, αi, :::αneÞ are
introduced to describe the local damage model as follows

Kda ¼
Xne
i¼1

ð1� αiÞKe
i , 0 ≤ αi ≤ 1 (32)

where Kda and Ke
i stand for the stiffness matrix in the

damaged state and the i-th elemental stiffness matrix in the
intact status, respectively; ne denotes the number of ele-
ments; αi is the stiffness reduction extent of the i-th element
ranging from 0 to 1. αi ¼ 1 indicates the i-th element is
totally damaged, and αi ¼ 0 means this element is intact.
Structural stiffness vector to be identified are
θi ¼ ð1� αiÞ, i ¼ 1, 2, :::, ne.

Substructural damage identification can be transformed
into an optimization-based inverse problem. A suitable
objective function needs to be defined, which is optimized to
determine the optimal stiffness parameters. The traditional
objective function, denoted asObj1, is constructed based on
the measured acceleration responses €uset2mea and the re-
constructed acceleration responses €uset2rec of measurement set
2 from the target substructure in the damaged state as follows

Obj1 ¼
��€uset2mea � €uset2rec ðθÞ

��
2��€uset2mea

��
2

(33)

where €uset2mea is directly measured from the substructure;
€uset2rec ðθÞ is reconstructed using response reconstruction
technique.

When multiple types of sensors are installed on the
substructure, heterogeneous measurements (displacement,
strain, acceleration) would be obtained. The second ob-
jective function based on rescaled heterogeneous mea-
surements Y, denoted as Obj2, is constructed as

Obj2 ¼
��Y set2

mea � Y set2
rec ðθÞ

��
2��Y set2

mea

��
2

(34)

where Y set2
mea means the heterogeneous data of set 2 directly

measured from the target substructure; Y set2
rec ðθÞ is the re-

constructed heterogeneous data of measurement set 2 using the
proposed heterogeneous response reconstruction technique.

In addition, a new objective function, denoted as Obj3,
is proposed based on the recovered angular displacement
uθ and recovered angular acceleration €uθ of measurement
set 2 as follows
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Obj3 ¼

��� €Y set2

mea � €Y
set2

rec ðθÞ
���
2��� €Y set2

mea

���
2

(35)

where €Y
set2
mea represents the recovered angular displacement

and angular acceleration using measured heterogeneous

data of set 2, €Y
set2
mea ¼

h
uset2θ,mea €uset2θ,mea

iT
; €Y

set2
rec ðθÞ implies

the recovered angular displacement and angular acceler-
ation using reconstructed heterogeneous data of set 2,

€Y
set2
rec ¼

h
uset2θ, rec €uset2θ, rec

iT
.

The heterogeneous responses are initially measured from
the selected substructure with multi-type sensors and then
divided into set 1 Y set1

mea and set 2 Yset2
mea . Next, the measured

responses of set 1 Y set1
mea are used to reconstruct the responses

of measurement set 2 Y set2
rec . Subsequently, for the responses

in Y set2
mea and Y set2

rec , translational displacements and strains are
utilized to compute the angular displacements, meanwhile
translational accelerations and strain are used to calculate the
angular accelerations. In this way, recovered signals €Y

set2
mea

and €Y
set2
rec are obtained. Finally, the objective function for

damage identification Obj3 is established based on the re-
covered signals of measured and reconstructed response set
2. The performance of these three objective functions will be
compared in numerical study. Besides, to further indicate the
superiority of the proposed objective function.

Q-learning hybrid evolutionary algorithm

Evolutionary algorithms have been employed to damage
identification and model updating because they have ad-
vantages of easy operation, good robustness, loose re-
quirement on initial condition. A related reviewwas given in
Ref. (Alkayem et al., 2018). An emerging heuristic algo-
rithm, named Jaya algorithm, has been developed and
widely used to solve diverse engineering problems. Com-
pared with GA, PSO, grey wolf optimizer, butterfly opti-
mization algorithm, Jaya algorithm has simpler structure and
it does not require any algorithm-specific parameters. In the
basic Jaya algorithm, the feasible solutions would move
toward the best solution meanwhile escape from the worst
solution. In other words, only the best and worst solutions
are involved in the generation of new feasible solutions. It is
difficult to achieve the tradeoff between exploration and
exploitation with the relatively single and monotonous local
search operation. In this regard, some modifications need to
be conducted to improve the performance of Jaya algorithm.
DE algorithm is an effective global optimization algorithm
dealing with complex optimization problems considering its
multiple search strategies, such as DE/rand/1, DE/best/1,
DE/rand/2, DE/best/2, DE/current-to-best/1, DE/rand-to-
best/1. Inspired the idea that different search strategies have
their own advantages and disadvantages, a search strategy

pool is proposed by combining four search strategies
i.e., DE/rand/1, DE/rand/2, DE/current-to-best/1 and Jaya
mutation as follows

Strategy pool ¼

8>>>>>><
>>>>>>:

Group1

(
DE=rand=1

DE=rand=2

Group2

(
DE=current � to� best=1

Jaya mutation

(36)

where Group1 concentrates on exploration mode, com-
posed of DE/rand/1 and DE/rand/2; Group2 focuses on
exploitation mode, containing DE/current-to-best/1 and
Jaya mutation.

The updating equation of the proposed strategy pool can
be expressed as

Strategy pool ¼

Vi,G ¼ Xr1,G þ FmðXr2,G � Xr3,GÞ
Vi,G ¼ Xr1,G þ FmðXr2,G � Xr3,GÞ

þ FmðXr4,G � Xr5,GÞ
Vi,G ¼ Xi,G þ FmðXbest,G � Xi,GÞ

þ FmðXr1,G � Xr2,GÞ
Vi, j,G ¼ Xi, j,G þ rand1

×
�
Xbest, j,G � 		Xi, j,G

		�� rand2

×
�
Xworst, j,G � 		Xi, j,G

		�

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

(37)

where subscripts r1, r2, r3, r4, r5 are randomly selected from
the current population; Fm stands for the mutation pa-
rameter taken from the range of [0, 1]; rand1 and rand2 are
two uniformly random numbers in [0, 1]; Xbest, j,G and
Xworst, j,G represent the best and worst individuals of the j-th
variable in the G-th iteration, respectively.

To adaptively select the best operation from the search
strategy pool for each individual within the population, a
popular reinforced learning algorithm,Q-learning, is adopted in
this study, which has a valid idea that the agent will take the
optimal action for the alternation of state and accordingly it
receives immediate rewards or punishments. Agent, environ-
ment, states, actions, and rewards are five essential components
of Q-learning algorithm. During the iteration process, rewards
or punishments after conducting each given action are analyzed
for every agent. The action with the maximum reward
(Q-value) would be opted. The action actt in the given state stat
is evaluated using Bellman equation as (Cao et al., 2023).

Qnewðstat,acttÞ¼Qðstat,acttÞþφ½rewtþ1þ
η �maxQðstatþ1,acttÞ�Qðstat,acttÞ�

(38)

where Qnewðstat, acttÞ and Qðstat, acttÞ stand for the up-
dated and previous Q-values; φ represents the learning rate;
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rewtþ1 denotes the received immediate rewards; η means
the discount factor; maxQðstatþ1, acttÞ is the maximum
Q-value for all actions. As suggested in Ref. (Kaveh et al.,
2022), discount factor η ¼ 0:8 and learning rate φðIterÞ ¼
1� 0:9 × Iter

Max Iter are set, in which Iter and Max Iter are
current and maximum iteration number, respectively.

Integrating Jaya algorithm, DE, Q-learning algorithm,
Q-learning hybrid evolutionary algorithm is proposed. When
solving structural/substructural parameter identification
problem using the proposed QHEA, some analogies with
Q-learning framework should be given. The individuals in the
population are the candidate stiffness vectors to be identified,
which are viewed as the learning agents; the environment is
regarded as the search domain of these candidate stiffness
vectors; the states refer to the possible operations from
strategy pool, i.e., DE/rand/1, DE/rand/2, DE/current-to-best/
1 and Jaya mutation for candidate solutions; the action im-
plies it switches from one updating strategy to another.

For individuals in each iteration, the most suitable search
operation is selected adaptively and continuously from the
strategy pool, for the proposed QHEA, under the guidance of
the Q-learning based on the maximumQ-value in the Q-table.

Procedures of the proposed approach

The procedures of the proposed output-only damage
identification approach are further described as follows:

Step 1: predefine the algorithm parameters and generate
the initial guess of structural parameters within the
search domain, establishing the digital twin virtual
model corresponding to physical structure.

Step 2: in dynamic response reconstruction model, obtain
heterogeneous responses (displacements, strains, accel-
erations, etc.,) from the target substructure with prein-
stalled multi-type sensors (displacement transducers,
strain gauges, accelerometers, etc.,) and then divide them
into two measurement sets, i.e., measured responses of
set 1 Y set1

mea and measured responses of set 2 Y set2
mea .

Step 3: calculate the unit impulse response function
under external and internal forces, and then assemble
the rescaled unit impulse response matricesH1 andH2

with equations (13a), (13b), (13c), (14a), (14b), (14c),
and (16).

Step 4: determine regularization parameter λ with
Bayesian inference regularization and reconstruct re-
sponses of measurement set 2 Y set2

rec from the finite el-
ement model with the measured responses of set 1 Y set1

mea.
Step 5: calculate the recovered angular acceleration and

recovered angular displacement for Y set2
mea and Y set2

rec

using the proposed recovery method.
Step 6: in damage identification model, compute ob-

jective function Obj3 based on the recovered signals

of measured and reconstructed response set 2,

i.e., €Y
set2
mea and €Y

set2
rec , updating substructural parameters

with the proposed QHEA.
Step 7: repeat steps 3-6 until the maximum iteration

reached or the convergence criterion satisfied.
Step 8: output the final detected damage locations and

extents of the target substructure.

Numerical studies

To validate the performance of the proposed output-only
damage identification method, the three-span beam
structure as shown in Figure 2(a) is employed as an ex-
ample. The total length and cross-sectional area of the beam
structure are 4000 mm and 50 mm × 6 mm. It is discretized
into 40 Euler- Bernoulli beam elements, so the length of
each element is 100 mm. The beam structure has 41 nodes,
80 DOFs, a hinge support at the node 11 and a roller
support at the node 31. The Young’s modulus and mass
density for the used steel material are 2.1 × 1011 N/m2 and
7860 kg/m3, respectively. Two random input excitations
are vertically applied at nodes 23 and 36, respectively. It is
observed from Figure 2(a), the whole structure is divided
into two substructures, substructure a on the left side and
substructure b on the right side. The substructure a contains
elements 1-18 and substructure b includes elements 19-40.
There are shear force and bending moment from adjacent
substructures.

The substructure a is taken as the example to derive the
proposed recovery method. As shown in Figure 2(b), the
nodal displacements of element 4 or element 9 are u ¼
½ uw1 uθ1 uw2 uθ2 �T and the bending strains at two

Barlow points are ε1


� 1ffiffi

3
p , y2

�
and ε2



1ffiffi
3

p , y2

�
. Thus, the

strain-displacement relation of a beam element can be
expressed as

ε1



� 1ffiffiffi

3
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y

2
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(39)
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where y and L denote the thickness and length of beam
element.

fε and fβ in equation (28) are

fε ¼
L

6y
�
L2 þ 4

�
2

ffiffiffi
3

p
L

12þ


3þ
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3
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�2
ffiffiffi
3

p
L

�12þ
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(40)

The nodal displacements of element 9 can be written as

2
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(41)

From equation (30), angular displacements (uθ1 and uθ2)
of element 4 and element 9 can be easily recovered with
translational displacements (uw1 and uw2) and strains (ε1 and
ε2) as

2
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3
7775 ¼

2
6664
�1 L 0 0

�1 �L 0 0

0 �2 1 0

0 �2 0 1

3
7775

�1

L

6y
�
L2 þ 4

�

2
ffiffiffi
3

p
L

�2
ffiffiffi
3

p
L

12þ


3þ

ffiffiffi
3

p �
L2

�12þ


�3þ

ffiffiffi
3

p �
L2

�2
ffiffiffi
3

p
L

2
ffiffiffi
3

p
L

12�


�3þ

ffiffiffi
3

p �
L2

�12�


3þ

ffiffiffi
3

p �
L2

2
66666666664

3
77777777775

×

2
66664
ε1



� 1ffiffiffi

3
p ,

y

2

�

ε2



1ffiffiffi
3

p ,
y

2

�
3
77775�

2
666666664

1

0

0

0

0

1

0

0

3
777777775

2
4 uw1

uw2

3
5

9>>>>>>>>=
>>>>>>>>;

8>>>>>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>>>>>:

(42)
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From equation (31), angular accelerations (€uθ1 and €uθ2)
of element 13 and element 16 can be calculated with
translational accelerations (€uw1 and €uw2) and the second-
order derivative of strains (€ε1 and €ε2)

Substructure a

For substructure a, there are four displacement sensors,
eight strain sensors, six accelerometers installed, as
presented in Figure 2(b). Nodal displacements and nodal
accelerations in vertical direction as well as flexural
deformations of beam element are measured. These
measurements are divided into two sets. Measurement
set 1 includes eight heterogeneous measurements, in-
cluding two displacement responses (from nodes 9 and
10), four strain responses (from elements 9 and 16), two
acceleration responses (from nodes 16 and 17). Mea-
surement set 2 contains ten heterogeneous measure-
ments, including two displacement responses (from
nodes 4 and 5), four strain responses (from elements
4 and 13), four acceleration responses (from nodes 2, 8,
13 and 14). Two interface forces act at node 19. Obvi-
ously, the number of measurements in the set 1 is larger
than the number of interface forces. The sampling du-
ration is set as 1 s with the sampling frequency of
1000 Hz. White Gaussian noise is added into the cal-
culated dynamic responses to simulate the effect of
measurement noise. Three different levels of noise,
i.e., 0%, 5% and 10%, are considered in this numerical
study, noise ¼ Nl ×NnoiseRMSðY Þ.

Response reconstruction for substructure a. The responses at
the sensor location for the measurement set 2 are re-
constructed with the measured responses in the set 1 when
the structural parameters are known. Then, the

reconstructed responses are compared with the measured
values. The relative error (RE) and Pearson correlation
coefficient (PCC) are utilized to evaluate the accuracy of
response reconstruction as follows

RE ¼ kYrec � Ymeak2
kYmeak2

× 100% (44)

PCCðYmea, YrecÞ ¼ CovðYmea,YrecÞ
σYmeaσYrec

(45)

where Ymea and Yrec represent the measured and re-
constructed heterogeneous data, respectively; σYmea and σYrec
stand for the standard deviation of Ymea and Yrec.

After implementing heterogeneous response recon-
struction and recovery method, recovered angular dis-
placements and angular accelerations are obtained. Figures
3 and 4 present the recovered angular displacement at node
4 and the recovered angular acceleration at node 13, re-
spectively. It can be easily observed that the measured
responses almost overlap with reconstructed values without
and with noise. By Figures 3(b) and 4(b), the discrepancy
amplitudes are 10�15 and 10�12 for noise free case. The
relative errors and Pearson correlation coefficients between
reconstructed and measured responses of measurement set
2 are listed in Table 1. The maximum relative errors among
these responses are 6.58% and 13.06% for 5% and 10%
noise case, respectively, which implies a favorable accu-
racy of response reconstruction is achieved.

Damage identification results for substructure a. The proposed
substructural damage identification approach is investigated.
For substructure a, there are 18 elements involved in the
inverse analysis. It is assumed that there are 15% and 5%

2
6664
€β1
€β2
€uθ1
€uθ2

3
7775 ¼

2
6664
�1 L 0 0

�1 �L 0 0

0 �2 1 0

0 �2 0 1

3
7775

�1

L

6y
�
L2 þ 4

�
2

ffiffiffi
3

p
L

�2
ffiffiffi
3

p
L

12þ


3þ

ffiffiffi
3

p �
L2

�12þ


�3þ

ffiffiffi
3

p �
L2

�2
ffiffiffi
3

p
L

2
ffiffiffi
3

p
L

12�


�3þ

ffiffiffi
3

p �
L2

�12�


3þ

ffiffiffi
3

p �
L2

2
6666666664

3
7777777775

×

€ε1



� 1ffiffiffi

3
p ,

y

2

�

€ε2



1ffiffiffi
3

p ,
y

2

�
2
66664

3
77775�

1

0

0

0

0

1

0

0

2
6666664

3
7777775
"
€uw1

€uw2

#
9>>>>>>=
>>>>>>;

8>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>:

(43)

12 Advances in Structural Engineering 0(0)



stiffness reductions at elements 6 and 15, namely, α6 ¼ 0:15,
α15 ¼ 0:05. The measured and reconstructed acceleration
responses of measurement set 2 (from nodes 2, 8, 13 and 14)
are used to established the first objective functionObj1. The
measured and reconstructed heterogeneous responses of
measurement set 2 are used to established the second ob-
jective function Obj2. The recovered angular displacements
(from nodes 4 and 5), recovered angular accelerations (from
nodes 13 and 14) are used to established the third objective
function Obj3. QHEA is used as search tool to optimize
these three objective functions. The parameters of QHEA are
set as: population size NP = 60, maximum iterations
Max_Iter = 200, mutation parameter F = 0.8, discount factor
γ ¼ 0:8. The identified damage results using objective
functions Obj1, Obj2, Obj3 under 0%, 5%, 10% noises are
presented in Figure 5.

For the noise-free case, the identified damage extents at
elements 6 and 15 are 13.19% and 4.62% using Obj1,
which slightly deviates from the accurate values but still
acceptable from practical point of view. When

contaminated with 5% noise, however, some large false
identifications are apparently observed at the 1st, 15th, 18th
elements. The damaged element 15 is even recognized as a
health element for the case with 10% noise, which implies
5% small stiffness reduction is difficult to be accurately
detected when high noise-polluted acceleration responses
are utilized alone. In contrast, it can be found from
Figure 5(a) that pleasant identification results are acquired
using Obj2 and Obj3 with maximum errors of 1.40% and
0.33% and mean errors of 0.29% and 0.02%, respectively.
In Figure 5(b) and (c), the identified damage extents are
quite close to the exact values when the measurements are
contaminated by 5% and 10% noise. Compared with Obj2,
less false identifications are observed by usingObj3, which
verifies its advantages in terms of accuracy of damage
detection owing to recovered angular displacements and
angular accelerations involved in objective function. The
main reason is that angular displacements and angular
accelerations are more sensitive to substructural element
stiffness than translational responses.

Figure 3. The recovered angular displacement at node 4: (a) comparison without noise; (b) discrepancy without noise; (c) comparison
with 5% noise; (d) discrepancy with 5% noise; (e) comparison with 10% noise; (f) discrepancy with 10% noise.
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Figure 4. The recovered angular acceleration at node 13: (a) comparison without noise; (b) discrepancy without noise; (c) comparison
with 5% noise; (d) discrepancy with 5% noise; (e) comparison with 10% noise; (f) discrepancy with 10% noise.

Table 1. Relative errors and Pearson correlation coefficients between reconstructed and measured responses for substructure a.

Type of reconstruction

0% noise 5% noise 10% noise

RE (%) PCC RE (%) PCC RE (%) PCC

Translational displacements at node 4 1.95 × 10�11 1.00 4.90 0.9988 9.72 0.9952
Translational displacements at node 5 1.99 × 10�11 1.00 5.21 0.9986 9.74 0.9952
Left strain response at element 4 1.00 × 10�10 1.00 5.50 0.9985 10.23 0.9948
Right strain response at element 4 1.01 × 10�10 1.00 5.04 0.9987 9.95 0.9950
Left strain response at element 13 4.87 × 10�11 1.00 4.76 0.9989 10.01 0.9950
Right strain response at element 13 4.86 × 10�11 1.00 5.08 0.9987 10.22 0.9948
Translational acceleration at node 2 7.19 × 10�10 1.00 5.35 0.9986 10.71 0.9943
Translational acceleration at node 8 3.10 × 10�10 1.00 5.78 0.9983 11.58 0.9934
Translational acceleration at node 13 1.28 × 10�10 1.00 6.58 0.9979 13.06 0.9914
Translational acceleration at node 14 1.30 × 10�10 1.00 6.53 0.9979 12.84 0.9917
Recovered angular displacement at node 4 9.27 × 10�11 1.00 2.04 0.9998 3.00 0.9996
Recovered angular displacement at node 5 1.04 × 10�10 1.00 2.14 0.9998 3.43 0.9994
Recovered angular acceleration at node 13 1.88 × 10�9 1.00 4.57 0.9990 9.54 0.9954
Recovered angular acceleration at node 14 1.94 × 10�9 1.00 4.65 0.9989 9.46 0.9956

14 Advances in Structural Engineering 0(0)



Figure 6 shows the identification process of damage
extents for noise-free case. The identified damage extents of
the 6th and 15th elements sightly deviates from the exact
solution to some extent usingObj1. It converges to the exact
values for the proposed Obj2 and Obj3, around 70 and
20 iterations required, respectively, which demonstrates the
superior performance of Obj3 in computational efficiency.

Substructure b

For substructure b, the sensor placement configuration is
presented in Figure 2(c). There are four displacement

sensors, eight strain sensors, eight accelerometers installed.
The vertical nodal displacements and accelerations as well
as flexural deformations of beam element are measured.
These measurements are divided into two sets according to
the heterogeneous response reconstruction theory. Mea-
surement set 1 consists of ten heterogeneous measure-
ments, including two displacement responses (from nodes
27 and 28), four strain responses (from elements 27 and
37), four acceleration responses (from nodes 20, 24, 37 and
38). Measurement set 2 contains ten heterogeneous mea-
surements, including two displacement responses (from
nodes 21 and 22), four strain responses (from elements

Figure 6. Identification process of damage extents for 0% noise case: (a) element 6; (b) element 15.

Figure 5. The identified results with three different objective function: (a) Obj1; (b) Obj2; (c) Obj3.
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Figure 7. Comparison of the measured and reconstructed responses: (a) Displacement at node 21; (b) angular displacement at node 21;
(c) acceleration at node 32; (d) angular acceleration at node 32.

Table 2. Relative errors and Pearson correlation coefficients between reconstructed and measured responses for substructure b.

Type of reconstruction

0% noise 5% noise 10% noise

RE (%) PCC RE (%) PCC RE (%) PCC

Translational displacements at node 21 1.90 × 10�9 1.00 4.34 0.9986 10.58 0.9947
Translational displacements at node 22 3.12 × 10�10 1.00 4.15 0.9987 9.88 0.9950
Left strain response at element 21 3.59 × 10�8 1.00 6.15 0.9979 10.70 0.9943
Right strain response at element 21 3.64 × 10�8 1.00 6.82 0.9975 10.22 0.9948
Left strain response at element 32 4.11 × 10�10 1.00 6.32 0.9978 10.31 0.9947
Right strain response at element 32 4.11 × 10�10 1.00 6.01 0.9980 10.35 0.9947
Translational acceleration at node 26 2.52 × 10�8 1.00 5.86 0.9982 10.19 0.9948
Translational acceleration at node 30 1.08 × 10�8 1.00 5.82 0.9982 10.62 0.9942
Translational acceleration at node 32 4.68 × 10�10 1.00 5.33 0.9985 10.85 0.9940
Translational acceleration at node 33 2.08 × 10�10 1.00 5.38 0.9985 10.76 0.9943
Recovered angular displacement at node 21 3.99 × 10�8 1.00 3.66 0.9993 5.26 0.9986
Recovered angular displacement at node 22 3.29 × 10�8 1.00 3.54 0.9994 5.51 0.9982
Recovered angular acceleration at node 32 1.24 × 10�9 1.00 4.63 0.9988 9.47 0.9958
Recovered angular acceleration at node 33 1.16 × 10�9 1.00 4.68 0.9987 9.52 0.9957
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Figure 8. Identified results of substructure b using: (a) GA; (b) Levenberg-Marquardt method; (c) Jaya algorithm; M-Jaya; (d) C-Jaya-TSA;
(f) QHEA.
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21 and 32), four acceleration responses (from nodes 26, 30,
32 and 33). There are two external forces and two interface
forces on the substructure, which are taken as unknown
excitations. Obviously, the number of measurements in the
set 1 is larger than the number of interface forces.

Response reconstruction for substructure b. To reveal the
effectiveness of the dynamic response reconstruction
model, Figure 7 presents the comparison of the measured
and reconstructed responses, namely, displacement at node
21, angular displacement at node 21, acceleration at node
32, angular acceleration at node 32. It can be found that the
reconstructed responses are extremely close to the mea-
sured ones. The amplitudes of angular displacement and
angular acceleration are at least one order larger than those
of the displacement at node 21 and acceleration at node 32.
Besides, relative errors and Pearson correlation coefficients
between reconstructed and measured responses for sub-
structure b are listed in Table 2. The maximum relative
errors among these responses are 3.99 × 10�8, 6.82% and
10.85% for 0%, 5%, 10% noise cases, respectively, which
denotes a good accuracy of response reconstruction is
obtained.

Damage identification results for substructure b. For sub-
structure b, there are 22 elements involved in the inverse
analysis. Local damages are introduced as a reduction of
stiffness in some specific elements. It is assumed that there
are 20%, 10%, 10%, 20% stiffness reductions at the 24th,
28th, 34th and 39th elements, namely, α24 ¼ 0:2,
α28 ¼ 0:1, α34 ¼ 0:1, α39 ¼ 0:2. The superior performance
of the proposed Obj3 has been presented in the previous
example, so only Obj3 is utilized in this section. The re-
covered angular displacements (from nodes 21 and 22),
recovered angular accelerations (from nodes 32 and 33) are
used to established the third objective function Obj3. The
other five optimization techniques, including GA (Zhang
et al., 2010), Levenberg-Marquardt (LM) method (Dkhichi
et al., 2014), standard Jaya algorithm (Rao, 2016), M-Jaya

(Zhang et al., 2023a, 2023b), hybrid C-Jaya-TSA (Ding
et al., 2020) are compared with the proposed QHEA. The
common parameters are set as population size NP = 100,
maximum iterationsMax_Iter = 200. For GA, the mutation
operator and crossover operator are 0.05 and 0.95. For
Levenberg-Marquardt method, the initial values for all
individuals are set as 0.8. For M-Jaya, the integer δ =
20 and power exponent v = 4. For hybrid C-Jaya-TSA, the
parameter ST is set as 0.4. The results of substructure bwith
these six optimization methods are shown in Figure 8 and
Table 3.

As indicated in Figure 8(a)–(c) and Table 3, the tradi-
tional heuristic algorithm GA, classical LM algorithm and
basic Jaya algorithm cannot correctly detect the locations
and extents of multiple damages. M-Jaya and C-Jaya-TSA
yield more accurate damage identification results but some
large false identifications are still observed. In comparison
with GA, Levenberg-Marquardt, standard Jaya algorithm,
M-Jaya, C-Jaya-TSA, the proposed QHEA provide more
satisfactory performance with less than 2% relative error
for identified damaged elements.

Conclusions

In this paper, a digital twin framework for output-only
substructural damage identification with data fusion of
muti-type responses in time domain is proposed. A re-
covery method is developed to calculate the angular dis-
placement with translational displacement and strain, the
angular acceleration with translational acceleration and
strain. In the damage identification model, a new objective
function is formulated based on the recovered angular
displacements and accelerations from the measured and
reconstructed responses. Besides, a reinforced learning-
assisted optimization algorithm QHEA is designed to solve
the inverse problem until the convergence criteria is sat-
isfied. Finally, the numerical studies are conducted to verify
the capability and feasibility of the proposed method on

Table 3. Identified extents for damaged element and relative errors with six different optimization methods

Algorithms

Damage extent for
element 24

Damage extent for
element 28

Damage extent for
element 34

Damage extent for
element 39

Identified Error* Identified Error* Identified Error* Identified Error*

GA 38.03% 90.16% 0.27% 97.32% 0.49% 95.06% 4.53% 77.37%
LM 15.19% 24.04% 0% 100% 0.90% 91.03% 0% 100%
Jaya 0.02% 99.92% 0.02% 99.94% 0.015% 99.89% 10.82% 45.89%
M-Jaya 20.10% 0.49% 9.76% 2.40% 8.01% 19.91% 10.29% 48.55%
C-Jaya-TSA 20.54% 2.71% 9.00% 9.99% 7.01% 29.94% 14.36% 28.19%
QHEA 19.63% 1.85% 9.97% 0.34% 9.92% 0.79% 19.63% 1.86%
True value 20% 10% 10% 20%

Note. Error* means the relative error.
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damage assessment. The following conclusions can be
drawn:

(1) For translational displacements, strains, transla-
tional accelerations, angular displacements and
angular accelerations, satisfactory response re-
construction results can be achieved with and
without noise using heterogeneous response re-
construction technique and recovery method.

(2) Compared with Obj1 and Obj2, the proposed
Obj3 demonstrates more superior performance in
accuracy of damage detection and computational
efficiency since angular displacement and angular
acceleration are more sensitive to the alteration of
elemental stiffness than translational displacement
and translational acceleration.

(3) In comparison with GA, Levenberg-Marquardt,
Jaya algorithm, M-Jaya, C-Jaya-TSA, the pro-
posed QHEA could provide more favorable per-
formance with less than 2% relative error for
identified damaged elements because individuals
could adaptively and continuously select the most
suitable search strategy from the proposed strategy
pool under the guidance of the Q-learning
for QHEA.

(4) The results in the numerical studies show that the
locations and extents of multiple damages can be
accurately identified with the proposed output-only
substructural damage identification approach, and
the measurements at the interface DOFs are not
required.

The key limitation of this work is that the force location
is required, which is difficult to determine in some cases. In
addition, the proposed method is only validated with nu-
merical examples. In consideration of the good perfor-
mance of the proposed digital twin framework for
substruction damage identification, it can be extended to
real structures in the future, such as bridges.
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